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Abstract 

 

An opinion profile can describe a set of individuals, groups or entities that form an opinion over a 

topic. Given a number of agents, a time evolving opinion denoted by a vector �⃑�(𝑡) can be described 

over time using the linear mode𝑙 �⃑�(𝑡 + 1) = 𝐴൫𝑡, �⃑�(𝑡)൯�⃑�(𝑡) where 𝑡 is a time variable and the 

matrix 𝐴 (which might depend on time and the current profile) contains the weights that affect the 

dynamics of profile �⃑�(𝑡). With varying conditions over time, these profiles can form groups, 

polarize, fragment, or reach consensus. In this work, we investigate the uniform bounded 

confidence model: an agent adjusts their opinion over time by averaging the opinions of those 

agents which are 𝜀-close to that agent. By performing Monte Carlo simulations, we observed the 

phenomenon that consensus is very unlikely for 𝜀 < 0.2 and becomes prevalent as 𝜀 ≥ 0.2. To 

better understand this behavior, we conduct an in-depth analysis of evenly spaced profiles. We 

prove that 𝜀 = 0.35 guarantees consensus of all evenly spaced profiles for an odd number of agents 

𝑁 ≥ 5. Numerical simulations also suggest that a smaller threshold value of 𝜀 = 0.2 guarantees 

consensus for these same profiles if 𝑁 ≥ 17. Also, for an even number of agents, numerical 

simulations show that 𝜀 = 0.25 seems to guarantee consensus if 𝑁 ≥ 26. Most importantly, our 

research indicates that the formation of separate groups created after 8-time steps is enough to 

determine whether consensus or fragmentation occurs. This mitigates a significant increase in 

processing time for certain values of 𝜀 within this bounded confidence algorithm. 
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Chapter 1: Introduction and Background 

 

Opinion dynamics is the study of opinions using mathematical models, dynamical systems 

and stochastic processes. Recently, a developed method called bounded confidence has introduced 

new advancements in this field. The model was thoroughly investigated by Hegselmann and 

Krause in their 2002 article “Opinion Dynamics and Bounded Confidence Models, Analysis, and 

Simulation” [5]. This model is especially interesting because of its mathematical rigor, flexibility 

of application and focus on uniquely describing opinion profiles through vector analysis and 

discrete time.  

This literature seeks to expand upon opinion dynamics using bounded confidence. First, 

we investigate the significance of the bounded confidence value ε and its relationship to consensus 

or fragmentation. Then, using Monte Carlo Simulations we would attempt to identify patterns of 

this probabilistic system. Most importantly, this research would conduct an in-depth analysis of 

evenly spaced opinion profiles due to its potential relation to this random system. Before these 

goals can be accomplished, it is important to describe an opinion profile in terms of vectors. 

In this context, an opinion profile is defined as a vector with 𝑁 number of entries 𝑥 each 

being referred to as an “agent”. An agent described this way can be represented as an individual, 

a group, or an entity that can form an opinion about a particular subject. Each agent consists of a 

probabilistic number such that 0 ≤ 𝑥 ≤ 1 for each agent, where 1 ≤ 𝑖 ≤ 𝑁. For example, an 

initial profile studying the opinions of 10 people (or 10 agents) in favor of vaccinations may look 

like the following set: 

     �⃑� = [0.29, 0.113, 0.97, 0.84, 0.57, 0.64, 0.52, 0.059, 0.33, 0.42]  

An agent written this way can only have a proclivity towards yes (being close to 1) and no (being 

close to 0). With this opinion profile we can now introduce �⃑� as a function of time 𝑡. 

Classical (time-independent) model. The immediate extension of the above idea is referred to as 

the classical model (CM) from the research of DeGroot [2]. In this model, the dynamics of the 

opinion profile is given by  

�⃑�(𝑡 + 1) = 𝐴�⃑�(𝑡), 𝑡 ∈ {0, 1, 2, … }. 

Put simply, the model states that the next time step in the opinion profile, �⃑�(𝑡 + 1) is obtained 

from the profile �⃑�(𝑡) adjusted by a row-stochastic matrix 𝐴 consisting of the weights of all 

opinions.  
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We say that an initial profile �⃑�(0) ∈ [0,1]ே has the consensus property if there exists 𝑐 ∈

[0,1] such that 𝑙𝑖𝑚
௧→ஶ

𝑥(𝑡) = 𝑐 for all 𝑖 ∈ 1, … , 𝑁. Consensus is reached when the opinion of each 

agent 𝑥 as 𝑡 → ∞ is equal to the same constant “c” [2]. This discrete linear model (with constant 

weights) is well-understood by using the classical properties of row-stochastic matrices and 

Perron-Frobenius theory [9]. For example, if for any two 𝑖, 𝑗 ∈ 1, … , 𝑁 there exists some 𝑘 ∈

1, … , 𝑁 such that 𝑎 > 0 and 𝑎 > 0  (i.e., matrix 𝐴 is irreducible) then the consensus property 

holds [2]. In this context, this property is also called the “third agent principle”. In addition, the 

consensus property holds if and only if there exists some 𝑡 ∈ 𝑇 such that the matrix 𝐴௧బ contains 

at least one strictly positive column [1].  

Uniform Bounded Confidence Model. This model was introduced by Hegselmann and Krause 

[4] in their 2002 work: an agent’s change in opinion over time is obtained by averaging the 

opinions of those agents which are 𝜀-close to that agent (0 ≤ 𝜀 ≤ 1). For a given agent 𝑥 , the 

fixed parameter 𝜀 helps us collect all agents 𝑥  whose opinions will be considered by 𝑥. The index 

set of all  𝜀-neighbors of agent 𝑥 is given by (using the notation from [4]): 

𝐼(𝑖, �⃑�) = {1 ≤ 𝑗 ≤ 𝑁  |  ห𝑥 − 𝑥ห ≤ 𝜀}.    (1)  

We also introduce the set of 𝜀-close opinions to 𝑥: 

𝑂(𝑥) = ൛𝑥   ห   ห𝑥 − 𝑥ห ≤ 𝜀} .     (2)  

Formula (1) states that if the distance between agent 𝑥 and 𝑥 is less than or equal to ε then that 

opinion will be considered by agent 𝑥. For example, for the set �⃑� described below and an ε value 

of 0.3, agent 𝑥ଵ will consider the following subset of opinions (2) and corresponding index set (1): 

�⃑� = [0.29, 0.113, 0.97, 0.84, 0.57, 0.64, 0.52, 0.059, 0.33, 0.72] 

                  𝐼(1, �⃑�) = {1, 2, 5, 7, 8, 9}   and   𝑂(0.29) = {0.29, 0.113,0.57, 0.52, 0.059, 0.33} 

Essentially, the value ε creates a range for opinion consideration and is the reason it is called the 

bounded confidence interval.  

To understand the dynamics of this model, we show the averaging process used for 

updating the values of the profile �⃑�(𝑡). Using discrete time 𝑡 ∈ 𝑇 = {0, 1, 2, 3, … } and using the 

index set definition (1) for a given 𝜀, the averaging formula is given by (see also [4]): 
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      𝑥(𝑡 + 1) = ห𝐼൫𝑖, 𝑥(𝑡)൯ห
ିଵ

∑ 𝑥(𝑡)∈ூ൫,௫(௧)൯    for 𝑡 ∈ 𝑇   (3) 

where ห𝐼൫𝑖, 𝑥(𝑡)൯ห denotes the cardinality of the index set 𝐼൫𝑖, 𝑥(𝑡)൯. 

In practice, this formula is quite simple to implement. For each 𝑥, the following time step 

value 𝑥(𝑡 + 1) is the average of all the opinions that are considered by the agent 𝑥.  

Example 1. Consider the opinion profile of �⃑�(0) = [0.4, 0.5, 0.7, 0.8]் and an 𝜀 value of 0.2 the 

next time step would produce: 

�⃑�(1) = ቈ
(0.4 + 0.5)

2
,
(0.4 + 0.5 + 0.7)

3
 
(0.5 + 0.7 + 0.8)

3
,
(0.7 + 0.8)

2


்

 

Notice that this is for a single time step. For the following time step, the process repeats with the 

updated values of �⃑�(1). Upon close observation, one will notice that the future iterates �⃑�(𝑡) would 

begin to approach each other until “consensus” is reached (in this example); more specifically, 

after four steps, the opinion profile �⃑�(4) = [0.6, 0.6, 0.6, 0.6]் . 

In the case that an agent’s opinion is “too far” from other agents (i.e., the bounded 

confidence interval will never include that agent’s opinion in the converging average), there is no 

hope for consensus and thus “fragmentation” takes place. For example, for the same opinion 

profile above �⃑�(0) = [0.4, 0.5, 0.7, 0.8]் and 𝜀 = 0.15, one has �⃑�(1) = [0.45, 0.45, 0.75, 0.75]் 

and this opinion profile remains unchanged, showing fragmentation: the first two agents are split 

from the last two.  

Properties of Bounded Confidence [5]: 

I. The dynamics does not change the order of opinion, i.e., 𝑥(𝑡) ≤ 𝑥(𝑡) for all 𝑖 ≤ 𝑗 implies 

that 𝑥(𝑡 + 1) ≤ 𝑥(𝑡 + 1) for all 𝑖 ≤ 𝑗. 

II. If a split between agents occurs it will remain split forever.  

III. Given an initial profile �⃑�(0), consensus is reached in finite time if and only if the opinion 

profile �⃑�(𝑡) is an 𝜀-profile at all times. (An 𝜀-profile for an ordered opinion vector means 

one where any two adjacent entries have a distance less than or equal 𝜀.) 

IV. For 𝑛 = 2, 3, 4 a consensus is approached if and only if the initial profile is an 𝜀-profile. 

 

Property IV does not remain true if 𝑛 ≥ 5. The example below shows a profile of seven agent 

that form a 0.2-profile, for which consensus is not reached.  
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Example 2. Consider the initial (ordered) opinion profile of seven agents:  
 

�⃑�(0) =  [0.12, 0.29, 0.43, 0.61, 0.73, 0.84, 0.93] 
 

Notice in Figure 1 that although the profile is an 𝜀-profile (for 𝜀 = 0.2) the time evolution shows 

fragmentation after 5 steps. Alternatively, consensus happens when 𝜀 = 0.3.  

 

 
Figure 1 – 7 Agents with 𝜀 = 0.2 vs 𝜀 = 0.3 

 

The principle of the third agent mentioned for the classical model (CM) says that consensus 

is reached if there exists a “third” agent that will bridge the gap between any two opposing 

opinions. A similar principle exists for the bounded confidence model: in this situation, a sufficient 

condition for consensus is that there exists 𝑡 such that  𝐼൫𝑖, 𝑥(𝑡)൯ ∩ 𝐼൫𝑗, 𝑥(𝑡)൯ ≠ ∅ for all i, j ∈ {1, 

… , N} and all 𝑡 ≥ 𝑡. It is much harder to check since it requires that a third connecting agent 

exists for all 𝑡 ≥ 𝑡. 

Another sufficient condition obtained by Hegselmann and Krause [5, Theorem 5] is that  

consensus will be approached for a given initial opinion profile, provided that for an equidistant 

sequence {0, h, 2h, 3h, …} of time points for any two agents 𝑖 and j there exists a third one k such 

that a chain of confidence leads from i to k as well as from j to k between mh and (m+1)h. In this 

case, the consensus is reached in finite time. 
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Chapter 2: Random Opinion Profile Simulations 

 

2.1 Observing Random Profiles. The third agent principle is critical in determining the necessary 

conditions for consensus. To investigate these conditions further, we make use of numerical 

simulations to display an agent’s change in opinion over time. By developing a python program 

for this, we can display graphs to show the behavior of consensus and fragmentation of a variety 

of opinion profiles (Appendix A). These simulations are inspired by the works done in Hegselmann 

and Krause’s 2002 article for the one dimensional 𝜀 case [4]. For these simulations, a variety of 

profile sizes and 𝜀 values were conducted to determine if there was an identifiable pattern amongst 

these graphs. Such patterns include the conditions for convergence, fragmentation, and the number 

of groups formed. 

Using the above formula (3), a random opinion profile was then updated at every time step 

𝑡. In a separate vector, the updated value for every agent  𝑥 at time 𝑡 was recorded. The program 

continued to iterate until the distance between �⃑�(𝑡 + 1) and �⃑�(𝑡) were within a desired tolerance 

range using the following formula: 

𝑑൫�⃑�(𝑡 + 1), �⃑�(𝑡)൯ = ‖�⃑�(𝑡 + 1) − �⃑�(𝑡)‖  ≤ 0.5𝑥10ି଼    (4) 

In this case, the desired tolerance was assigned a value of 0.5𝑥10ି଼. It was discovered that 

the tolerance had an influence on the time required to reach a stationary state by a few steps. 

Despite this, the tolerance did not affect consensus or fragmentation of any opinion profile. Since 

the objective was to investigate consensus or fragmentation conditions, tolerance was kept at an 

arbitrary static number. It should be noted that for any analysis of time to the stationary state 

mentioned later in the literature, the results may vary slightly based on this value. 

After applying equation (4), the 𝑥 agent vectors were plotted against the number of time 

steps required to reach the stationary state. In the first set of experiments, the number of agents 

was set to 𝑁 = 50 and the value of 𝜀 was changed. Given the number of experiments that were 

conducted, a few interesting graphs were chosen as material for presentation to the reader. For 

example, Figure 2 illustrates the agent’s change in opinion over time with 𝜀 = 0.15: 
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Figure 2 – 50 Agents & 𝜀 = 0.15 

 

Notice that each agent begins to converge with neighboring agents that have similar 

opinions to their own. The value of 𝜀, however, is too small for the entire opinion profile to reach 

consensus which leads to fragmentation into 2 groups.  

Conversely, the larger the value of  𝜀, the greater number of times consensus was 

reached. In Figure 3, the agent’s change in opinion over time with 𝜀 = 0.25 shows a different 

outcome: 

 

 

Figure 3 – 50 Agents & 𝜀 = 0.25 
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With this higher 𝜀 value, the 50 agents reach consensus in 5-time steps. It is important to 

mention that this graph is only a single instance of a random opinion profile and does guarantee 

convergence when 𝜀 = 0.25. The next set of experiments involved increasing the number of 

agents to 300 and attempting to find an 𝜀 value that would give an equal chance towards 

consensus or fragmentation. 

 

 

[Figure 2] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 – 300 Agents & 𝜀 = 0.22 

 

Figure 4 graphs were both generated with 300 agents and 𝜀 = 0.22. This is an example of 

𝜀 where many different outcomes are possible. After a variety of experiments were conducted, it 

appeared that something notable was happening between the confidence interval of 0.2 ≤ 𝜀 ≤ 0.3.  

 



12 
 

2.2 Monte Carlo Simulations. Unsurprisingly, the 𝜀 value had the largest effect on determining 

convergence or divergence of profiles in our experiments. What was interesting, however, was the 

effect of the number of agents and its relationship to defining a meaningful 𝜀 value for consensus. 

To investigate the frequency of consensus, we employ the use of Monte Carlo Simulations. An 

article published by the U.S National Library of Medicine succinctly defines the Monte Carlo 

method as a simulation “…[that] uses random sampling and statistical modeling to estimate 

mathematical functions and mimic the operations of complex systems” [3]. These numerical 

simulations allow for the prediction of an outcome from a complex system that has random 

variables present. It does this by simulating a random event repeatedly over a designated amount 

of time to provide the likelihood of an outcome. In this case, the outcome to be tested was the rate 

of consensus with a variety of profile sizes and 𝜀 values. This way, by using this series of repeated 

experiments, we can discover a more deterministic outcome from these random profiles. 

To do this, another python script was developed to use this technique and test the number 

of times consensus was reached (Appendix A). Given a set consisting of the number of agents and 

a value of 𝜀, the python program would conduct 10,000 simulations and record the number of 

times the profile fragmented and reached consensus. Once the frequency of consensus was 

determined for that set, a new set of agents and value of 𝜀 were simulated. This process was 

repeated until the number of agents was 200. Beyond this number of agents was too 

computationally expensive and was beyond the scope of this project’s current capabilities.  

By iterating these 𝜀 values and a given number of agents, one can begin to see the frequency 

of random opinion profiles reaching consensus (Appendix B). A 3D graphical representation was 

then created from the table of frequencies and produced the following plots below (see Figure 5). 

From the graphs in Figure 5, one will notice there is an exponential growth from 𝜀 = 0.2 

and 𝜀 = 0.3 in the frequency of consensus. Beyond 𝜀 = 0.5, the frequency of consensus remains 

the same. Similar simulations were performed by Drs. Hegselmann and Krause in their 2002 article 

where they observed the same rapid increase in consensus. Understanding this special interval of 

consensus below the 𝜀 = 0.3 threshold is the most pertinent part of our research. From the graphs 

in Figure 5, it would also seem that adding more agents reduces the 𝜀 requirements to reach 

consensus. More research will need to be conducted to uncover if this is strictly limited to the 

number of agents and the associated computational power needed. 
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Figure 5 – Monte Carlo Frequency of Consensus Simulations 
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The following Table 1 shows a portion of the plotted points in Figure 5. It is clear to see 

that the frequency of consensus is almost 0% when 𝜀 = 0.15. Even when 𝜀 = 0.2, the frequency 

of consensus is less than 10%. Clearly, some phenomenon is causing this interval of 0.2 ≤ 𝜀 ≤

0.3 to have a dramatic increase in consensus. 

Since much of the math behind random systems is not well understood, investigating this 

confidence interval 0.2 ≤ 𝜀 ≤ 0.3 for the random case is limited to Numerical Simulations. To 

help us understand this behavior further, we introduce order to this random system by creating 

evenly spaced opinion profiles. This same subsequent approach was also taken by Drs. 

Hegselmann and Krause. In their 2002 article, the authors refer to this evenly distributed variety 

of opinions as “plurality” which we now seek to expand upon [4].  

 

Monte Carlo Simulation –  
Consensus Frequency (10,000 Trials) 

  
# of agents 0.15 0.2 0.25 0.28 0.3  Ɛ Value 

5 0.41% 11.20% 22.20% 31.60% 38.90%   
10 0.30% 7.80% 25.40% 39.20% 52.60%   
20 0.20% 6.20% 31.40% 54.80% 67.40%   
30 0.10% 6.70% 41.30% 64.30% 78.00%   
40 0.10% 5.60% 42.30% 68.90% 86.40%   
50 0.10% 5.30% 44.70% 73.20% 89.50%   
60 0.00% 6.40% 47.90% 79.40% 92.70%   
70 0.20% 5.30% 52.50% 82.70% 95.60%   
80 0.00% 6.10% 56.80% 86.90% 96.70%   
90 0.10% 6.70% 59.20% 89.60% 98.60%   

100 0.10% 7.00% 64.10% 92.50% 98.00%   
110 0.00% 6.50% 66.00% 94.80% 98.90%   
120 0.00% 6.40% 67.00% 95.40% 99.60%   
130 0.00% 7.00% 70.10% 96.50% 99.40%   
140 0.00% 8.80% 76.20% 96.80% 99.80%   
150 0.00% 7.30% 73.90% 98.40% 99.90%   
160 0.00% 6.10% 76.80% 98.40% 99.70%   
175 0.00% 8.60% 78.60% 98.10% 99.90%   
200 0.00% 5.70% 81.20% 98.80% 100.00%   

 

Table 1 – Consensus Frequency (10,000 Trials) 

 



15 
 

Chapter 3: Evenly Spaced Profile Analysis 

 

3.1 General Properties of Evenly Spaced Profiles By investigating evenly spaced profiles, we 

believe it will provide insight into why this range is sufficient for consensus of randomly spaced 

profiles. If it could be shown, for evenly spaced profiles, that in this interval there is a significant 

increase in consensus without the randomness property, then it is possible to establish a 

relationship with 𝜀 in random profiles. To do this, instead of the opinion profiles being randomly 

generated, we seek to evenly split a profile of size 𝑁 from 0 to 1. 

Given this, we know that according to property (I) of bounded confidence [5], the dynamics 

does not change the order of opinions. For this reason, for the remainder of this literature, we will 

always order our opinion profile agent values from smallest to largest. An evenly spaced initial 

opinion profile of size 𝑁 can then be described as follows:  

 

�⃑�(0) = 0,
1

𝑛
,
2

𝑛
,
3

𝑛
, … ,

𝑛 − 2

𝑛
,
𝑛 − 1

𝑛
, 1൨    where   𝑛 = 𝑁 − 1  

 

This situation is a particular case of symmetrical profiles, since 𝑥ேାଵି(0)  = 1 − 𝑥(0) for 𝑖 =

1,2, … , 𝑁.  The next proposition shows that the symmetry property is maintained for all iterates 

�⃑�(𝑡). 

 

Proposition 1. For any 𝜀 value, if �⃑�(0) is a symmetric initial ordered profile of 𝑁 agents, then 

�⃑�(𝑡) is symmetric for all 𝑡 > 0. 

 

Proof. The proof is by mathematical induction. The base case �⃑�(0) = ൫𝑥ଵ(0), 𝑥ଶ(0), … , 𝑥ே(0)൯ 

is symmetric by design: 𝑥ேାଵି(0)  = 1 − 𝑥(0) for 𝑖 = 1,2, … , 𝑁.   (Notice that when 𝑁 is odd, 

then the middle agent has an opinion value of 0.5 and this entry is symmetric with itself.) Assuming 

that the symmetrical property is true for �⃑�(𝑡), we show that symmetry is true for �⃑�(𝑡 + 1). 

 Using (2), suppose that the 𝜀-close opinions to 𝑥(𝑡) are 

 

 𝑂(𝑥(𝑡)) =  ൛ 𝑥(𝑡) ∶   ห𝑥(𝑡) − 𝑥(𝑡)ห ≤ 𝜀ൟ = {𝑥ି(𝑡), 𝑥ିାଵ(𝑡), … , 𝑥(𝑡), 𝑥ାଵ(𝑡), … , 𝑥ା(𝑡)} 
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where 𝑥ି(𝑡) is the left-most 𝜀-neighbor of 𝑥(𝑡)  and 𝑥ା(𝑡) is its right-most 𝜀-neighbor.  Notice 

that 𝑥(𝑡) is 𝜀-close to 𝑥(𝑡) if and only if   (1 − 𝑥(𝑡)) is 𝜀-close to  (1 − 𝑥(𝑡)) which is equivalent 

to saying that 𝑥ேାଵି(𝑡)  is  𝜀-close to 𝑥ேାଵି(𝑡). In other words, the list of 𝜀-neighbors of 

𝑥ேାଵି(𝑡)  coincides with the symmetrical entries of the 𝜀-neighbors of 𝑥(𝑡). 

 

𝑂൫𝑥ேାଵି(𝑡)൯ = ൛𝑥ேାଵି(ା)(𝑡), 𝑥ேାଵି(ା)ାଵ(𝑡), … , 𝑥ேାଵି(𝑡), 𝑥ேାଵିାଵ(𝑡), … , 𝑥ேାଵି(ି)(𝑡)ൟ

= {1 − 𝑥ା(𝑡), 1 − 𝑥ାିଵ(𝑡), … , 1 − 𝑥(𝑡), 1 − 𝑥ିଵ(𝑡), … , 1 − 𝑥ି(𝑡)} 

 

One can also write that 𝑂൫𝑥ேାଵି(𝑡)൯ = 1 − 𝑂൫𝑥(𝑡)൯, so by averaging the entries in each set we 

obtain  

𝑥ேାଵି(𝑡 + 1) = 1 − 𝑥(𝑡) 

This shows that the symmetrical property is true for �⃑�(𝑡 + 1) and, by mathematical induction, for 

all values 𝑡 ≥ 0. ∎ 

 

Proposition 2. If an initial symmetric profile in [0,1]ே reaches consensus, then the consensus 

value is 0.5. 

 

Proof. We proved in Proposition 1, that if  �⃑�(0) is symmetric, then �⃑�(𝑡) is symmetric for all t > 0. 

If consensus is reached, meaning that lim
௧→ஶ

�⃑�(𝑡) = (𝑐, 𝑐, … , 𝑐), then the limiting profile will also be 

symmetric, hence 𝑐 = 0.5.  

 

We now return to analyzing an evenly spaced initial opinion profile of size 𝑁: 

 

�⃑�(0) = 0,
1

𝑛
,
2

𝑛
,
3

𝑛
, … ,

𝑛 − 2

𝑛
,
𝑛 − 1

𝑛
, 1൨    where   𝑛 = 𝑁 − 1. 

 

In the situation where the bounded confidence value  𝜀 <
ଵ


  it is clear that an agent 𝑥 will never 

consider another neighbor 𝑥’s opinion and the profile �⃑�(0) will remain stationary. What about the 

case when 𝜀 =
ଵ


 , exactly the size of the gaps between adjacent agents? From first glance, 𝜀 may 
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appear to be sufficient to create consensus in this case as all the values are exactly 
ଵ


 distance away 

from one another, so �⃑�(0) is what in Chapter 1 was called an 𝜀 =
ଵ


 - chain. This, however, is not 

the case.  

 

Theorem 3. For an opinion profile with 𝑁 agents in [0,1] that are ordered and evenly spaced, 

and 𝜀 =
ଵ


  (𝑛 = 𝑁 − 1), the opinion profile will reach fragmentation at 𝑡 = 5. 

 

Proof. At 𝑡 = 1, the opinion profile applying formula (3) would result in: 

 

�⃑�(1) =  
0 +

1

𝑛

2
 ,

0 +
1

𝑛
+

2

𝑛

3
,

1

𝑛
+

2

𝑛
+

3

𝑛

3
,

2

𝑛
+

3

𝑛
+

4

𝑛

3
, …  = ൬

1

2𝑛
൰ ,

1

𝑛
,
2

𝑛
,
3

𝑛
, … ൨ 

 

At 𝑡 = 2 the opinion profile applying formula (3) would result in: 

 

�⃑�(2) =  

1

2𝑛
+

1

𝑛

2
,

1

2𝑛
+

1

𝑛
+

2

𝑛

3
,

1

𝑛
+

2

𝑛
+

3

𝑛

3
,

2

𝑛
+

3

𝑛
+

4

𝑛

3
…  = ൬

3

4𝑛
൰ , ൬

7

6𝑛
൰ ,

2

𝑛
,
3

𝑛
… ൨ 

 

 At 𝑡 = 3 the opinion profile applying formula (3) would result in: 

 

�⃑�(3) = 

3

4𝑛
+

7

6𝑛

2
,

3

4𝑛
+

7

6𝑛
+

2

𝑛

3
,

7

6𝑛
+

2

𝑛
+

3

𝑛

3
,

2

𝑛
+

3

𝑛
+

4

𝑛

3
, …  = ൬

23

24𝑛
൰ , ൬

47

36𝑛
൰ , ൬

37

18𝑛
൰ ,

3

𝑛
, … ൨ 

 

At 𝑡 = 4 the opinion profile applying formula (3) would result in: 

 

�⃑�(4) = 

23

24𝑛
+

47

36𝑛

2
,

23

24𝑛
+

47

36𝑛
+

37

18𝑛

3
,

47

36𝑛
+

37

18𝑛
+

3

𝑛

3
,

37

18𝑛
+

3

𝑛
+

4

𝑛

3
,

3

𝑛
+

4

𝑛
+

5

𝑛

3
, … 

= ൬
163

144𝑛
൰ , ൬

311

216𝑛
൰ , ൬

229

108𝑛
൰ , ൬

163

54𝑛
൰ ,

4

𝑛
, … ൨ 
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Notice the gap between the first agent and the third agent which is 
ଶଶଽ

ଵ଼
−

ଵଷ

ଵସସ
=

ସଶ

ସଷଶ
<

ଵ


. This 

shows that  
ଶଶଽ

ଵ଼
 is a sufficiently close neighbor to the first agent, hence 

ଵଷ

ଵସସ
 and 

ଶଶଽ

ଵ଼
 will be 

included in each other’s average in the next time step. 

 

At 𝑡 = 5 the opinion profile applying formula (3) would result in: 

 

�⃑�(5) = 

163

144𝑛
+

311

216𝑛
+

229

108𝑛

3
,

163

144𝑛
+

311

216𝑛
+

229

108𝑛

3
,

163

144𝑛
+

311

216𝑛
+

229

108𝑛
+

163

54𝑛

4
,

229

108𝑛
+

163

54𝑛
+

4

𝑛

3
, … 

= ൬
2027

1296𝑛
൰ , ൬

2027

1296𝑛
൰ , ൬

3331

1728𝑛
൰ , ൬

329

108𝑛
൰ , ൬

649

162𝑛
൰ ,

5

𝑛
, … ൨ 

 

By examining the distance between agent 𝑥ଷ and 𝑥ସ we observe the following: 

 

329

108𝑛
−

3331

1728𝑛
=

1933

1728𝑛
>

1

𝑛
  

 

Thus, the agents 𝑥ଷ and 𝑥ସ are no longer sufficiently close to be included in each other’s averages. 

Since this is ordered from smallest to largest, it is clear to see that any further averages formed by 

this split will never converge again resulting in fragmentation of the opinion profile. This is further 

reinforced by property (II) of bounded confidence referenced before [5]. ∎ 

 

We now investigate the case when an evenly spaced opinion profile has an odd number of agents.  

 

3.2 Results and Simulations for Odd Numbered Profiles. Our first result shows that, although not 

optimal, 𝜀 = 0.35 is sufficient to guarantee convergence for all evenly spaced profiles with odd 

number of agents 𝑁 ≥ 5.  

 

Theorem 4.  For all evenly spaced odd numbered profiles of size 𝑁 ≥ 5 and 𝜀 = 0.35 consensus 

is guaranteed in finite time based on the opinion profile at 𝑡 = 2. Moreover, if 𝑁 ≥ 20, the opinion 

profile at 𝑡 = 1 shows that consensus will be reached in finite time. 
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Proof. Let us start by introducing integer ℓ = ⌊𝜀𝑛⌋ . Notice that ℓ is the maximum number of 𝜀 -

neighbors that an agent in the initial profile will consider on each side. We write 

 

�⃑�(0)  = 0,
1

𝑛
,
2

𝑛
, … ,

ℓ

𝑛
,
ℓ + 1

𝑛
, … ,0.5, … , ൬1 −

ℓ + 1

𝑛
൰ , ൬1 −

ℓ

𝑛
൰ , … , ൬1 −

2

𝑛
൰ , ൬1 −

1

𝑛
൰ , 1൨ 

 

We show that the middle agent (with value) 0.5 is the third agent that exists as a bridge between 

the first and the last agent. Since we have proved the symmetrical property for every 𝑡 ≥ 0, we 

only need to calculate the opinion of the first agent to examine this bridge. More precisely, we 

want to show that 𝑥ଵ(𝑡 = 2) ≥ 0.15.  

 

We apply formulas (2) and (3) to update the initial profile �⃑�(0) resulting in �⃑�(1) as follows: 

 𝑂(0) = ቄ 0,
ଵ


,

ଶ


, … ,

ℓ


 ቅ   so     𝑥ଵ(𝑡 = 1) =

ℓ

ଶ୬
 

 𝑂 ቀ
ଵ


ቁ = ቄ 0,

ଵ


,

ଶ


, … ,

ℓାଵ


 ቅ   so  𝑥ଶ(𝑡 = 1) = 

ℓାଵ

ଶ
  

 𝑂 ቀ
ଶ


ቁ = ቄ 0,

ଵ


,

ଶ


, … ,

ℓାଶ


 ቅ   so  𝑥ଷ(𝑡 = 1) = 

ℓାଶ

ଶ
  

 …. 

 𝑂 ቀ
ℓ


ቁ = ቄ 0,

ଵ


,

ଶ


, … ,

ℓ


,

ℓାଵ


, … 

ଶℓ


ቅ   so 𝑥ାଵ(𝑡 = 1) = 

ℓାℓ

ଶ
 

The agents with opinions between 
ℓାଵ


  and 0.5 have a full symmetric set of left and right neighbors, 

so their opinions at time 𝑡 = 1 remain unchanged. 

 

Notice that if 𝑛 ≥ 20, then  

𝑥ଵ(𝑡 = 1) =
⌊𝜀𝑛⌋

2n
≥

𝜀𝑛 − 1

2n
=

𝜀

2
−

1

2n
≥ 0.175 −

1

40
= 0.15 

This shows that if 𝑛 ≥ 20,  then the middle (stationary) agent of value 0.5 is 𝜀 = 0.35-connected 

to the first entry 𝑥ଵ(1) (and, by symmetry, to the last entry 𝑥ே(1)). Any future iterates �⃑�(𝑡) will 

have the first entry 𝑥ଵ(𝑡) ≥ 𝑥ଵ(1) ≥ 0.15, thus the middle agent is the 𝜀 = 0.35-connecting agent 

for all times 𝑡 ≥ 1. By the “third-agent property” described in Chapter 1 for bounded confidence 

profiles, we are guaranteed that consensus will be reached in finite amount of time.  
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We are left to check the cases when 𝑛 = 4, 6, 8, 10, 12, 14, 16, 18 (recall that N=n+1). We 

compute explicitly the opinion profiles at time 𝑡 = 1 and 𝑥ଵ(𝑡 = 2) (if needed): 

𝑛 = 4: �⃑�(1) = ቂ
ଵ

଼
,

ଵ

ସ
,

ଵ

ଶ
,

ଷ

ସ
,



଼
ቃ; 𝑥ଵ(1) < 0.15   but    𝑥ଵ(2) =

భ

ఴ
ା

భ

ర

ଶ
=

య

ଵ
> 0.15 

𝑛 = 6: �⃑�(1) = ቂ
ଶ

ଵଶ
,

ଷ

ଵଶ
,

ସ

ଵଶ
,

ଵ

ଶ
,

଼

ଵଶ
,

ଽ

ଵଶ
,

ଵ

ଵଶ
ቃ and 𝑥ଵ(1) ≥ 0.15 

𝑛 = 8: �⃑�(1) = ቂ
ଶ

ଵ
,

ଷ

ଵ
,

ସ

ଵ
,

ଷ

଼
,

ଵ

ଶ
,

ଵଵ

ଵ
,

ଵଶ

ଵ
,

ଵଷ

ଵ
,

ଵସ

ଵ
ቃ;  𝑥ଵ(1) < 0.15 but 𝑥ଵ(2) =

మ

భల
ା

య

భల
ା

ర

భల
ା

య

ఴ

ସ
=

భఱ

ସ
> 0.15 

𝑛 = 10: �⃑�(1) = ቂ
ଷ

ଶ
,

ସ

ଶ
,

ହ

ଶ
,



ଶ
,

ସ

ଵ
,

ଵ

ଶ
,



ଵ
,

ଵସ

ଶ
,

ଵହ

ଶ
,

ଵ

ଶ
,

ଵ

ଶ
ቃ and 𝑥ଵ(1) ≥ 0.15 

𝑛 = 12: �⃑�(1) = ቂ
ଷ

ଶସ
,

ସ

ଶସ
,

ହ

ଶସ
,



ଶସ
,

ସ

ଵଶ
,

ହ

ଵଶ
,

ଵ

ଶ
,



ଵଶ
,

଼

ଵଶ
,

ଵ଼

ଶସ
,

ଵଽ

ଶସ
,

ଶ

ଶସ
,

ଶଵ

ଶସ
ቃ and 𝑥ଵ(1) ≥ 0.15 

𝑛 = 14: �⃑�(1) = ቂ
ସ

ଶ଼
,

ହ

ଶ଼
,



ଶ଼
,



ଶ଼
,

଼

ଶ଼
,

ହ

ଵସ
,



ଵସ
,

ଵ

ଶ
, … ቃ ; 𝑥ଵ(1) < 0.15  

                                                            but 𝑥ଵ(2) =
ర

మఴ
ା

ఱ

మఴ
ା

ల

మఴ
ା

ళ

మఴ
ା 

ఴ

మఴ
ା 

ఱ

భర
ା

ల

భర


=

ఱమ

ଵଽ
> 0.15 

𝑛 = 16: �⃑�(1) = ቂ
ହ

ଷଶ
,



ଷଶ
,



ଷଶ
,

଼

ଷଶ
,

ଽ

ଷଶ
,

ଵ

ଷଶ
,



ଵ
,



ଵ
,

ଵ

ଶ
,

ଽ

ଵ
,

ଵ

ଵ
,

ଶଶ

ଷଶ
,

ଶଷ

ଷଶ
,

ଶସ

ଷଶ
,

ଶହ

ଷଶ
,

ଶ

ଷଶ
,

ଶ

ଷଶ
ቃ  and 𝑥ଵ(1) ≥ 0.15 

𝑛 = 18: �⃑�(1) = ቂ


ଷ
,



ଷ
,

଼

ଷ
,

ଽ

ଷ
,

ଵ

ଷ
,

ଵଵ

ଷ
,

ଵଶ

ଷ
,



ଵ଼
,

଼

ଵ଼
,

ଵ

ଶ
,

ଵ

ଵ଼
,

ଵଵ

ଵ଼
,

ଶସ

ଷ
,

ଶଷ

ଷ
 , … ቃ  and 𝑥ଵ(1) ≥ 0.15 

 

These additional cases show that the middle (stationary) agent of value 0.5 is 𝜀 = 0.35-connected 

to the first entry 𝑥ଵ(𝑡 = 2) (and, by symmetry, to the last entry 𝑥ே(𝑡 = 2)) for all 𝑛 ≥ 4, which 

means 𝑁 = 5 or more agents. Any future iterates �⃑�(𝑡),  will have the first entry 𝑥ଵ(𝑡) ≥ 𝑥ଵ(2) ≥

0.15, thus the middle agent is the 𝜀 = 0.35-connecting agent for all times 𝑡 ≥ 2. By the “third-

agent property” described in Chapter 1 for bounded confidence profiles, we are guaranteed that 

consensus will be reached in finite time. ∎ 

 

Through numerical simulations, we observe that an evenly spaced profile for an odd 

number of agents will reach consensus with a much smaller 𝜀 value than 0.35. We determined that 

𝜀 = 0.2 is sufficient for odd numbered profiles of size 𝑁 ≥ 17 to reach consensus. 

In Figure 6, the number of agents simulated was 𝑁 = 27, this graph reaches consensus 

after 18 time steps. Subsequently, we simulate an increase in the number of agents to 301 in Figure 
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7; we observe a dramatic increase in time steps required to reach the stationary state. Figure 7 takes 

103 steps to reach consensus which suggests that an increase in 𝑁 greatly affects the convergence 

time for this value of 𝜀. 

 

 

Figure 6 – Evenly spaced 27 Agents & 𝜀 = 0.2 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 – Evenly spaced 301 Agents & 𝜀 = 0.2 

 

A pattern that we observe frequently for an evenly spaced opinion profile of an odd 

numbered 𝑁 is the formation of 3 groups to reach consensus. These three groups consist of the 
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leftmost group with agent values equal, the center group all consisting of opinions equal to 0.5 and 

the group on the right whose agents also equal each other (and are symmetric to the leftmost 

group). Our findings suggest that at the end of time step 8, an analysis of the profile will determine 

if the agents’ values within the left and right most groups are 𝜀 close to 0.5. 

Similar to the proof in Theorem 4, identifying if the leftmost agent is 𝜀 close to 0.5 is 

sufficient in determining if the profile will reach consensus using the third agent principle. If it is, 

then by the third agent principle, consensus will be reached in finite time. (Theorem 3 shows that 

it is not enough for a series of agents to simply be an 𝜀-profile.) 

There are additional instances of this third agent principle creating consensus for values 

below the 𝜀 = 0.2 threshold. One such example is Figure 8 with 𝜀 = 0.19 and 𝑁 = 25: 

 

 

Figure 8 – Evenly spaced 25 Agents & 𝜀 = 0.19 

 

These rarer cases will often have 5 groups associated with them and will still reach 

consensus. To determine how often consensus would occur below 0.2, we tested every odd number 

between 3 and 2003 for 𝜀 = 0.19 (1000 total). We discovered that 90.6% of these profiles 

fragmented and 9.4% reached consensus showing a dramatic decrease from 𝜀 = 0.2. Beyond 691 

agents at 𝜀 = 0.19, no odd numbered profile up to 2003 was sufficient to reach consensus. This 

could indicate that 𝑁 = 691 is the upper bound of agents needed for this special consensus or it 

could be a limitation in the quantity of numbers used. More research should be conducted to 

distinguish these possibilities.     
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For evenly spaced opinion profiles, 𝜀 = 0.15, is even more unlikely to generate consensus. 

Running the same test for odd numbers from 3 to 2003 with 𝜀 = 0.15 resulted in 96.6% 

fragmentation and 3.4% consensus. One such example of consensus at this 𝜀 value is as follows:  

 

 

 

 

 

 

 

 

 

 

 

Figure 9 – Evenly spaced 2501 Agents & 𝜀 = 0.15 

 

With 𝜀 = 0.15 and the number of agents equal to 2501, the simulation in Figure 9 is 

produced. In this special case, 5 groups were formed that were equidistant from each other. This 

profile took 1172-time steps for it to converge and was the largest increase in time steps to the 

stationary state from all our conducted experiments. What was particularly interesting about this 

simulation is that again at time step 8, there is a visible 𝜀 distance between immediate neighbors 

that suggests the profile could reach consensus.  

The example in Figure 8 raises questions about the existence of additional properties of 

these 𝜀-chains. From our observed experiments, these rare equidistant profiles were the most 

computationally expensive to implement. By time step 8, however, we can observe that these 

profiles form 5 groups with 1 additional group than normal on either side of the center group. 

Through these observations, we notice that if these 5 groups are 𝜀 close to their nearest neighbors 

they will reach consensus (i.e., an 𝜀-profile).  

In Theorem 3, we prove that agents being 𝜀 close to their immediate neighbor is not enough 

to produce an 𝜀-chain that guarantees consensus. Despite this, we have not been able to find an 

example where an equidistant profile that was within 𝜀 of every immediate neighbor at time step 
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8 has not reached consensus. We hope to formally prove the existence of additional properties of 

𝜀-chains and consensus of equidistant profiles in a future publication.   

 

3.3 Results and Observations for  Even Numbered Profiles 

Similarly to Theorem 4 it seems plausible that the following is true: for an evenly-spaced 

profile of even number of agents 𝑁 ≥ 4, 𝜀 = 0.4 will guarantee consensus at 𝑡𝑖𝑚𝑒 𝑡 = 2. The 

new challenge here is the absence of a middle (stationary) agent of opinion value 0.5 (at least for 

the first time steps). Currently, we do not have a complete proof of this statement.  

Through numerical simulations, we observe that an evenly spaced profile with an even 

number of agents will reach consensus with a much smaller 𝜀 value than 0.4. Our analysis shows 

that the necessary confidence interval for an even size 𝑁 to reach consensus is 𝜀 = 0.25 for 𝑁 ≥

26. Clearly, this is higher than that of the odd numbered profile with 𝜀 = 0.2.   

To study this change, we investigate this value for guaranteed consensus with simulations 

using a variety of profile sizes and 𝜀 values. In Figure 10, a simulation consisting of 26 evenly 

spaced agents and 𝜀 = 0.25 are conducted. Using ℓ = ⌊𝜀𝑛⌋, we know that ℓ = ⌊0.25 ∗ 26⌋ = 6 

implying that the gap size of this simulation is 6 times greater than the gap size of 
ଵ


. Given these 

conditions, the evenly spaced opinion profile reached consensus within 7-time steps. We again 

alter the number of agents to determine its effect on the profile for this static 𝜀. For Figure 11, the 

number of agents is increased to 300 agents with ℓ = 125. Despite the significant increase in the 

number of agents captured, the profile still reaches consensus after 9-time steps. This suggests that 

the number of agents do not affect the speed of convergence greatly for this value of 𝜀. 
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Figure 10 – Evenly spaced 26 Agents & 𝜀 = 0.25 

 

 

 

 

 

 

 

 

 

 

Figure 11 – Evenly spaced 300 Agents & 𝜀 = 0.25 

 

Even numbered profiles are special in the sense that a particular 𝜀 value can form a 

bifurcation or what is referred to as polarization in Hegselmann and Krause’s 2002 article [4]. This 

phenomenon is most abundantly seen in the interval 0.2≤ 𝜀 < 0.25. Since even numbered 𝑁 

profiles do not have any center values, the bifurcation formed creates a larger gap between the left 

and right most groups than odd numbered 𝑁 profiles have. This explains the necessary increase in 

the 𝜀 value since the center connecting value 0.5 is not present in the initial profile.   

As stated above, with even opinion profiles of size 𝑁, we observe that 𝜀 ≥ 0.25 is sufficient 

to guarantee consensus for profile sizes of 𝑁 ≥ 26. In many cases, this value of 𝜀 produces several 
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center values after 6-time steps that allow the profile to reach consensus more easily. We also 

observe that in the case where no center values are created in even numbered profiles of size 𝑁, 

consensus can only be reached when the distance between these polarized groups is 𝜀 close to each 

other.  

 The key observation of time step 8 analysis also applies to examine an evenly spaced 

opinion profile with an even 𝑁. In the case where 𝜀 ≥ 0.25, most of the profiles observed reached 

convergence by time step 8. This further emphasizes the potential importance of this time step 

when analyzing opinion profiles. 

 Like in the odd numbered 𝑁 case, there are a variety of conditions that lead to consensus 

for  𝜀 < 0.25. One such example is Figure 12 with 𝑁 = 816 and 𝜀 = 0.21. In this simulation, 

consensus is reached in 64 times steps with the familiar 3 groups. In Figure 13, however, with a 

much higher 𝜀 = 0.24 and 𝑁 = 42 we observe polarization. 

 

 

 

 

 

 

 

 

 

 

Figure 12 – Evenly spaced 816 Agents & 𝜀 = 0.21 
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Figure 13 – Evenly spaced 42 Agents & 𝜀 = 0.24 

 

To explore 𝜀 < 0.25 for profiles with an even number 𝑁, we use the same method as before 

and simulate all even numbers between 10-2002 (996 total) to get the percentage of profiles 

reaching consensus. Surprisingly, 𝜀 = 0.24 resulted in 98.4% of profiles reaching consensus and 

only 1.6% of profiles fragmenting. When 𝜀 = 0.2 we observed that 33.1% of profiles still reached 

consensus and 66.9% of profiles fragmented. Furthermore, when 𝜀 = 0.19 we observed that 11.8% 

of profiles still reached consensus and 88.2% of profiles fragmented. Lastly, when 𝜀 = 0.15 we 

observed that 3.7% of profiles still reached consensus and 96.3% of profiles fragmented. In Figure 

14, we again observe the rarer case of an equidistant profile that reaches consensus. Again, at time 

step 8, we observe the 𝜀 distant neighbors that suggests the profile could converge.  

 

 

Figure 14 – Evenly spaced 692 Agents & 𝜀 = 0.15 
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3.4  Fragmentation of Evenly Spaced Profiles 

Our analysis has shown general properties and conditions for consensus of these evenly 

spaced opinion profiles. We now seek to explore the conditions that lead to fragmentation and 

study these opinion profiles of an odd and even numbered 𝑁 with a variety of conditions. For 

example, Figure 15 (a) and (b) simulates an opinion profile size of 25 and 26 agents, respectively 

with 𝜀 = 0.15 (ℓ = 3). After 7-time steps, both profiles fragment into 3 groups. In Figure 16 (a) 

and (b), the number of agents is increased to investigate if the number of group formations change 

for this fixed 𝜀. The number of agents is subsequently increased to 201 and 200 with 𝜀 = 0.15 (ℓ =

30). This opinion profile is nearly identical to Figure 15, reaching the stationary state in 7 steps 

with 3 groups. We observe that for this value of 𝜀, the number of agents does not vary the size of 

the groups formed. 

 

 

Figure 15 – Evenly spaced 25 Agents (a) & 26 agents (b) with 𝜀 = 0.15 

 
Figure 16 – Evenly spaced 201 Agents (a) & 200 Agents (b) with 𝜀 = 0.15 
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Lowering the confidence value to 𝜀 = 0.1 demonstrates some additional differences 

between evenly spaced profiles of odd and even numbered 𝑁. In Figure 17 (a) and (b), the evenly 

spaced profile size was set to 101 and 100 agents respectively with a corresponding multiple 𝜀 =

0.1 (ℓ = 100). These simulations differ in the time steps required to reach the stationary state. In 

Figure 17 (a) it takes the profile 21 steps to reach the stationary state with three groups being 

formed. In Figure 17 (b), however, it takes the profile 14 steps to reach the stationary state with 5 

groups being formed. 

 For Figure 18 (a) and (b) the number of agents increases to 1001 and 1000 respectively 

with a corresponding value of 𝜀 = 0.1 (ℓ = 150). It becomes clear that increasing the size of this 

multiple does not affect consensus or fragmentation, rather it affects the number of groups being 

formed at the stationary state. In this case, it only takes 13 steps to reach this state for both profiles. 

In 18 (a) 5 groups are formed by these conditions while in 18 (b), 4 groups are formed. This is 

likely due to the even profile not having a 0.5 value at 𝑡 = 0.  

 

              

Figure 17 – Evenly spaced 101 Agents (a) & 100 Agents (b) with 𝜀 = 0.1 
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Figure 18 – Evenly spaced 1001 Agents (a) & 1000 Agents (b) with 𝜀 = 0.1 

 

Lastly, we look to investigate 𝜀 = 0.05 and differentiate the number of groups formed by 

this change. Figure 19 (a) and (b) is a simulation conducted with 51 and 50 agents respectively 

with a corresponding multiple 𝜀 = 0.05 (ℓ = 2). Figure 19 (a) profile fragments, reaching the 

stationary state at 29 steps with 7 groups formed. Figure 19 (b) profile fragments faster, reaching 

the stationary state at 17 steps with 9 groups formed.  

Figure 20 (a) and (b) simulates an increase in the number of agents to 501 and 500 

respectively with  𝜀 = 0.05 (ℓ = 25). This simulation is one in which opinion profiles of both 

even and odd numbered 𝑁 behave significantly different. In Figure 20 (a) the profile reaches the 

stationary state in 18-time steps with 9 groups. In Figure 20 (b), however, it takes 92-time steps to 

reach the stationary state while forming 7 groups. 

 

 

Figure 19 – Evenly spaced 51 Agents (a) & 50 Agents (b) with 𝜀 = 0.05 
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Figure 20 – Evenly spaced 501 Agents (a) & 500 Agents (b) with 𝜀 = 0.05 

 

From these simulations, it is clear to see that when subgroups converge in a fragmented 

profile, the time to the stationary state increases significantly. It is also clear that decreasing 𝜀 

increases the number of groups at the stationary state. This is an intuitive observation as more 

agents are captured in the iterating average, there is a greater number of convergences between 

agent opinions resulting in less groups formed. Conversely, if less agents are captured with a 

smaller 𝜀 value than more groups will form.  

 

3.5 Additional Observations and Time to Consensus. Recall that in Theorem 3 we proved that for 

an evenly spaced initial profile 
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  fragmentation happens after 5 time steps between agent 3 and 4. Numerical simulations 

show that groups of three equal entries are formed at this time step. Moreover, as 𝜀  increases the 

size of each group grows, thus decreasing the number of groups that form. The nature of the 

prevalent group size 𝑤 that forms during these simulations is approximately given by 

𝑤 ≈ 2ℓ +   ቔ
ℓ

ଷ
ቕ    (5) 

where ℓ = ⌊𝜀𝑛⌋ as described in theorem 4. After running numerous simulations, we conclude that 

the value of 𝑤 is approximately equal to the size of the left and right most groups that form during 

step 8. This observation may also be the reason why we are able to analyze a profile at time step 

8. If a profile fragments, this same group size (for the left and right most groups) is seen at the 
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final time step. Lastly, if a profile reaches consensus, then these groups converge to 0.5 and the 

groups dissipate in the final time step.  

We do notice, however, as 𝜀 increases, (5) loses accuracy which would suggest that the 

behavior of the group size is still not quite understood. By improving this formula, we may be able 

to develop insight on when a profile forms the 3 groups to consensus for non-equidistant profiles. 

This is one potential avenue in which to pursue the proof that time step 8 is sufficient for profile 

analysis. 

Although the proof for step 8 remains elusive, we can investigate the time steps required 

to reach consensus. We begin by fixing 𝜀 = 0.2 to study the time to consensus for odd numbers. 

By increasing the number of agents and plotting the resulting time steps we produce Figure 21 

(Appendix C). By visual inspection, Figure 21 shows the number of agents has a significant effect 

on the time to convergence.  

What is notable is that, at 1801 agents, the profile begins to oscillate in time steps required. 

Since this graph was created by increments of 100, many number’s time steps are not captured. 

We hypothesize that the profile will oscillate significantly more if all numbers and their 

corresponding time steps are recorded. We also believe that the amount of time steps required will 

increase linearly with the number of agents as indicated by Figure 21.  

 

 
Figure 21 – Time to Consensus (odd number of agents) with fixed 𝜀 = 0.2 
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Lastly, we seek to investigate the consensus requirements for evenly spaced profiles of odd and 

even numbered 𝑁 by fixing 𝜀 = 0.25. We again plot this against an increasing number of agents 

to observe the changes in time steps required (Appendix C). In Figure 22, it is clear to see that the 

number of agents has little effect on the number of time steps required to reach consensus for this 

value of 𝜀. The longest convergence time was 10-time steps with an evenly spaced profile 

consisting of 200 agents.  In Figure 23, the same behavior can be observed with evenly spaced 

profiles with an odd 𝑁. As the size of the profile increases the time steps required to reach the 

stationary state fixate at time step 8. In the odd numbered 𝑁 case, since 𝜀 = 0.2 is already sufficient 

for consensus, it is reasonable to assume the time steps required for a larger 𝜀 would decrease the 

processing time. For the even numbered 𝑁 case, in the interval 0.2 ≤ 𝜀 ≤ 0.25, the frequency of 

consensus is still quite high. We hypothesize that once 𝜀 = 0.25, increasing profile sizes will 

continue to require no more than 8-time steps.   

 

Figure 22 – Time to Consensus (even number of agents) with fixed 𝜀 = 0.25 

 

Figure 23 – Time to Consensus (odd number of agents) with fixed 𝜀 = 0.25 

0
2
4
6
8

10
12

10
0

20
0

30
0

40
0

50
0

60
0

70
0

80
0

90
0

10
00

11
00

12
00

13
00

14
00

15
00

16
00

17
00

18
00

19
00

20
00

21
00

22
00

23
00

24
00

25
00

Ti
m

e 
St

ep
s

Number of Agents

Time to Consensus Even Ɛ = 0.25

0

2

4

6

8

10

12

10
1

20
1

30
1

40
1

50
1

60
1

70
1

80
1

90
1

10
01

11
01

12
01

13
01

14
01

15
01

16
01

17
01

18
01

19
01

20
01

21
01

22
01

23
01

24
01

25
01

Ti
m

e 
St

ep
s

Number of Agents

Time to Consensus Odd Ɛ = 0.25



34 
 

Conclusion 

 

Using Monte Carlo Simulations, we observed the same result originally discovered in Drs. 

Hegselmann and Krause’s 2002 paper [4]. Namely, a randomly spaced opinion profile has a 

dramatic increase in the interval 0.2 ≤ 𝜀 ≤ 0.3. Exploring this phenomenon in the random case 

naturally led to an analysis of evenly spaced opinion profiles as a form of studying this complex 

system in a contained setting. From this, we sought to expand upon the work of plurality in the 

hopes of gaining new insights into these random systems. 

Our work was able to prove that a gap size of 
ଵ


 (𝑛 = 𝑁 − 1) will guarantee fragmentation 

in 5-time steps. We were also able to prove that 0.35 guarantees consensus for 𝑁 ≥ 5 of an evenly 

spaced profile of an odd number of agents 𝑁. Our analysis also showed that lower values of 𝜀 are 

sufficient to reach consensus via numerical simulations. These simulations showed that 0.2 is 

sufficient for consensus for odd numbered evenly spaced profiles of size 𝑁 ≥ 17. Similarly, they 

showed 0.25 is sufficient for consensus for even numbered evenly spaced profiles of size 𝑁 ≥ 26. 

Most importantly, our research indicated that after 8-time steps, an evenly spaced opinion profile 

can be analyzed to determine consensus or fragmentation. These findings also suggested that 

observing an 𝜀-profile at time step 8 may be enough to determine consensus for 𝑡 > 𝑡.  

Our experiments regarding time to consensus and rate of convergence also indicate that 

this bounded confidence algorithm is rather slow to converge, especially in the case of equidistant 

profile consensus. If the step 8 analysis can be formally proven to converge, this would greatly 

affect the processing time for this algorithm. Lastly, our analysis also identified numerous patterns 

between 𝜀 and the number of agents in a profile. This included the approximation of the left and 

right most group size formations, even and odd number relationships and the rate of convergence.  

More research is needed to determine what relationship, if any, these confidence values 0.2 

and 0.25 have to the randomly spaced opinion profiles. In a future literature, we hope to be able to 

explore this and formally prove that step 8 is sufficient for profile analysis. We also hope to prove 

𝜀 = 0.2 and  𝜀 = 0.25 are sufficient for consensus for evenly spaced profiles (odd/even). It would 

also be interesting to explore these rarer equidistant cases and the special conditions that lead to 

their consensus. Finally, the exploration of fragmentation and proving below a certain threshold 

that consensus is impossible would be another avenue of interest. 
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Appendix A  

Bounded Confidence Python Function 

 

This function was designed to take an array of opinions (either random or symmetrical) and 
determine the set of opinions using (2) that were 𝜀-close to a particular agent. It then took all values 
that were within epsilon distance of that agent, counted the number of agents considered, averaged 
the opinion set using these values and stored the calculation as an entry in the new opinion array. 
This is done for every agent in the original array to create 1-time step for the opinion profile. This 
function was used for a variety of different computations including the Monte Carlo Simulations, 
the opinion profile graph plots, time to consensus graphs and frequency of consensus for evenly 
spaced profiles. 
 
 
import numpy as np 
from numpy import random 
 
# takes an opinion profile vector  and a designated confidence interval ep
silon and takes the 
#average of neighboring opinions (other numbers in the vector) that are wi
thin a distance of epsilon 
# producing a new vector called new_opinion_profile 
 
def bounded_confidence(initial_vector, epsilon): 
    new_opinion_profile = np.empty(initial_vector.size) 
    for element in range(0, initial_vector.size):  # 
        new_array = abs(initial_vector - initial_vector[element])  # deter
mine the "closeness" |xi - xj| 
        counter = 0 
        sum_elements = 0 
        for each_element in range(0, initial_vector.size): 
            if new_array[each_element] <= epsilon: 
                sum_elements = sum_elements + initial_vector[each_element] 
                counter += 1 
        new_opinion_profile[element] = sum_elements / counter 
    return new_opinion_profile 
 
# Changeable Parameters; opinion profile, iterations, epsilon and 
tolerance  
 
number_of_agents = #Enter an “N” value 
opinion_profile = random.rand(number_of_agents)  
epsilon = #Enter a confidence value 
tolerance = 0.5*10**-8 
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Appendix B 

 Monte Carlo Consensus Frequency Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

# of Agents 0.00001 0.01 0.05 0.1 0.15 0.2 0.25 0.28 0.3 0.32 0.34 0.36 0.38 0.4 0.42 0.45 0.5 Epsilon
5 0.00% 0.00% 0.00% 0.60% 0.41% 11.20% 22.20% 31.60% 38.90% 43.40% 51.00% 57.70% 62.90% 67.80% 73.50% 80.80% 88.50%

10 0.00% 0.00% 0.00% 0.00% 0.30% 7.80% 25.40% 39.20% 52.60% 61.90% 72.30% 78.50% 84.60% 91.40% 93.30% 95.60% 98.60%
20 0.00% 0.00% 0.00% 0.00% 0.20% 6.20% 31.40% 54.80% 67.40% 78.50% 87.90% 93.60% 95.50% 98.30% 99.00% 99.70% 100.00%
30 0.00% 0.00% 0.00% 0.00% 0.10% 6.70% 41.30% 64.30% 78.00% 88.70% 94.30% 98.00% 98.60% 99.90% 100.00% 100.00% 100.00%
40 0.00% 0.00% 0.00% 0.00% 0.10% 5.60% 42.30% 68.90% 86.40% 93.00% 97.80% 99.20% 99.60% 99.90% 100.00% 100.00% 100.00%
50 0.00% 0.00% 0.00% 0.00% 0.10% 5.30% 44.70% 73.20% 89.50% 97.30% 99.00% 99.60% 99.90% 100.00% 100.00% 100.00% 100.00%
60 0.00% 0.00% 0.00% 0.00% 0.00% 6.40% 47.90% 79.40% 92.70% 97.80% 99.20% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
70 0.00% 0.00% 0.00% 0.00% 0.20% 5.30% 52.50% 82.70% 95.60% 98.70% 99.70% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
80 0.00% 0.00% 0.00% 0.00% 0.00% 6.10% 56.80% 86.90% 96.70% 99.50% 99.80% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
90 0.00% 0.00% 0.00% 0.00% 0.10% 6.70% 59.20% 89.60% 98.60% 99.30% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

100 0.00% 0.00% 0.00% 0.00% 0.10% 7.00% 64.10% 92.50% 98.00% 99.70% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
110 0.00% 0.00% 0.00% 0.00% 0.00% 6.50% 66.00% 94.80% 98.90% 99.80% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
120 0.00% 0.00% 0.00% 0.00% 0.00% 6.40% 67.00% 95.40% 99.60% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
130 0.00% 0.00% 0.00% 0.00% 0.00% 7.00% 70.10% 96.50% 99.40% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
140 0.00% 0.00% 0.00% 0.00% 0.00% 8.80% 76.20% 96.80% 99.80% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
150 0.00% 0.00% 0.00% 0.00% 0.00% 7.30% 73.90% 98.40% 99.90% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
160 0.00% 0.00% 0.00% 0.00% 0.00% 6.10% 76.80% 98.40% 99.70% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
175 0.00% 0.00% 0.00% 0.00% 0.00% 8.60% 78.60% 98.10% 99.90% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
200 0.00% 0.00% 0.00% 0.00% 0.00% 5.70% 81.20% 98.80% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

Monte Carlo Consensus Frequency Data
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Appendix C 

Time to Consensus Data 

 

 

 

 

 

 

 

 

Number Of Agents Time to Consensus
101 40
201 71
301 103
401 134
501 167
601 199
701 230
801 262
901 294

1001 326
1101 358
1201 389
1301 421
1401 453
1501 485
1601 516
1701 548
1801 198
1901 612
2001 219
2101 676
2201 241
2301 739
2401 771
2501 802

Time to Consensus (Ɛ = 0.2) Odd

Number Of Agents Time to Consensus Odd
101 10
201 8
301 9
401 8
501 9
601 9
701 9
801 9
901 8

1001 8
1101 8
1201 8
1301 8
1401 8
1501 8
1601 8
1701 8
1801 8
1901 8
2001 8
2101 8
2201 8
2301 8
2401 8
2501 8

Time to Consensus (Ɛ = 0.25) Odd

Number Of Agents Time to Consensus Even
100 9
200 10
300 9
400 9
500 9
600 9
700 9
800 9
900 9

1000 9
1100 9
1200 9
1300 9
1400 9
1500 9
1600 9
1700 9
1800 9
1900 8
2000 9
2100 9
2200 8
2300 9
2400 8
2500 8

Time to Consensus (Ɛ = 0.25) Even
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