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ABSTRACT

Requirements traceability is concerned with marggind documenting
the life of requirements. Its primary goal is toppart critical software
development activities such as evaluating whethegeaerated software
system satisfies the specified set of requirememwtsecking that all
requirements have been implemented by the end ef lifecycle, and
analyzing the impact of proposed changes on thersys

Various approaches for improving requirements bty practices have
been proposed in recent years. Automated tracBalilethods that utilize
information retrieval (IR) techniques have beenoggized to effectively
support the trace generation and retrieval prodésdased approaches not
only significantly reduce human effort involved manual trace generation
and maintenance, but also allow the analyst tooparftracing on an
“as-needed” basis.

The IR-based automated traceability tools typicedlyieve a large number
of potentially relevant traceability links betweeaquirements and other
software artifacts in order to return to the anialgs many true links as
possible. As a result, the precision of the retiaesults is generally low and
the analyst often needs to manually filter outrgdaamount of unwanted links.
The low precision among the retrieved links consedly impacts the
usefulness of the IR-based tools. The analyst'sfidence in the
effectiveness of the approach can be negativegctdftl both by the presence
of a large number of incorrectly retrieved tracasl the number of true traces
that are missed. In this thesis we present thnbareement strategies that
aim to improve precision in trace retrieval reswuitsle still striving to retrieve
a large number of traceability links. The threatggies are:

1) Query term coverage (TC)

This strategy assumes that a software artifacirgiparlarger proportion of
distinct words with a requirement is more likely b relevant to that
requirement. This concept is defined as query teoverage (TC). A new
approach is introduced to incorporate the TC factty the basic IR model
such that the relevance ranking for query-docunpamts that share two or

more distinct terms will be increased and the egai precision is improved.



2) Phrasing

The standard IR models generate similarity scooeslifiks between a
guery and a document based on the distribution imgles terms in the
document collection. Several studies in the gen#Ralarea have shown
phrases can provide a more accurate descriptiodoofiment content and
therefore lead to improvement in retrieval [21, 82]. This thesis therefore
presents an approach using phrase detection tmeaktize basic IR model and
to improve its retrieval accuracy.

3) Utilizing a project glossary

Terms and phrases defined in the project glossamg to capture the
critical meaning of a project and therefore camdgarded as more meaningful
for detecting relations between documents compé&vedther more general
terms. A new enhancement technique is then intediuo this thesis that
utilizes the information in the project glossarydancreases the weights of
terms and phrases included in the project glossHns strategy aims at
increasing the relevance ranking of documents aantaglossary items and
consequently at improving the retrieval precision.

The incorporation of these three enhancement gtestento the basic IR
model, both individually and synergistically, isepented. Extensive empirical
studies have been conducted to analyze and cortipgaretrieval performance
of the three strategies. In addition to the stashg@rformance metrics used in
IR, a new metricaverage precision changi80] is also introduced in this
thesis to measure the accuracy of the retrievahigoes. Empirical results on
datasets with various characteristics show thathteee enhancement methods
are generally effective in improving the retrievesults. The improvement is
especially significant at the top of the retriexgdults which contains the links
that will be seen and inspected by the analydt fliserefore the improvement
is especially meaningful as it implies the anatysty be able to evaluate those
important links earlier in the process.

As the performance of these enhancement strategress from project to
project, the thesis identifies a set of metricspassible predictors for the
effectiveness of these enhancement approachessi@o predictors, namely
average query term coverag€QTC) andaveragephrasal term coverage

(PTC), are introduced for the TC and the phrasipgr@ach respectively.



These predictors can be employed to identify wiaohancement algorithm
should be used in the tracing tool to improve tbiieval performance for
specific documents collections. Results of a smedlle study indicate that the
predictor values can provide useful guidelines étet a specific tracing
approach when there is no prior knowledge on argpreject.

The thesis also presents criteria for evaluatihgtiver an existing project
glossary can be used to enhance results in a ginagect. The project glossary
approach will not be effective if the existing glasy is not being consistently
followed in the software development. The thesisrdfore presents a new
procedure to automatically extract critical keywordnd phrases from the
requirements collection of a given project. The eakpental results suggest
that these extracted terms and phrases can be effedively in lieu of
missing or ineffective project glossary to help mwe precision of the
retrieval results.

To summarize, the work presented in this thesipaenp the development
and application of automated tracing tools. Thedhstrategies share the same
goal of improving precision in the retrieval resuib address the low precision
problem, which is a big concern associated withiveased tracing methods.
Furthermore, the predictors for individual enhanestrstrategies presented in
this thesis can be utilized to identify which stigy will be effective in the
specific tracing tasks. These predictors can betadoto define intelligent
tracing tools that can automatically determine Wwhenhancement strategy
should be applied in order to achieve the bestexeatl results on the basis of
the metrics values. A tracing tool incorporatingear more of these methods
is expected to achieve higher precision in theetnastrieval results than the
basic IR model. Such improvement will not only reeuhe analyst’s effort of
inspecting the retrieval results, but also increlaiseor her confidence in the

accuracy of the tracing tool.
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GLOSSARY

Some concepts and terminology used in this thesiisted as follows:

Distinct terms: A list of terms that does not contain any repatit For
example, a document consisting of six terraabfcdd contains four
distinct terms abcd'.

Nominal compounds A sequence of two or more nouns related
through modifications, such asoad condition repoft and “weather
statiori’.

Noun phrase a phrase composed of a head noun and its magifier
such as adjectives, verbs and other nouns. Exaropkdjective-noun
phrase include parallel algorithni. Examples of noun-noun phrase
include ‘information retrieval.

Phrase a sequence of two or more words related througdification,
such as parallel and sequential algorithinand ‘“the structure,
analysis, organization, storage, searching, and riegal of
informatiord’.

Query length: Number of terms contained in a query.

Stop words Very common words such ag”; “thée’, “be’, “as’ that
are ignored or filtered out of the document coltatt textual
information.

Terms: Non-stop words that are extracted from the dogume
collection and stemmed to the grammatical roots.

Term coverage The percentage of query terms occurring in the
document the query searches against. As an exartipde,term
coverage between a querght’ and a documentctefd that shares
one query termc” is 1/3.

tf-idf : A standard term weighting scheme whéefrestands for term
frequency anddf stands for inverse document frequency. A term is
assigned a relatively high weight if it occurs matiypes in the

document, and is contained in a small number ofich@amnts.



CHAPTER 1: INTRODUCTION
1.1 Background

Requirements traceability is defined ake’ ability to describe and follow
the life of a requirement, in both a forwards anackwards direction, i.e.,
from its origins, through its development and speation, to its subsequent
deployment and use, and through periods of ongafigement and iteration
in any of these phaseg8]. It is concerned with managing and documegti
the life of requirements. The main goals of requieats traceability are to
ensure that a generated software system satisigespecified requirements,
that all requirements have been implemented byetiteof the lifecycle, and
also to analyze the impact of proposed changeb@system. In other words,
providing requirements traceability not only helfpise verification and
validation of requirements, but also supports sastteer critical software
engineering activities such as change managemahtimmpact analysis in
evolving software systems.

Four types of requirement traces are typicallyroefiwith respect to their
process relationship to a requirement’s life [14]:

* Forward from requirementRequirements must be assigned to system
components such that the accountability is estaddisand the change
impact of requirements can be evaluated.

* Backward to requirementsCompliance of the system with the
requirements must be verified.

» Forward to requirementsChanges in stakeholder needs, as well as in
technical assumptions, may require a radical reassent of
requirements relevance.

* Backward from requirementsthe contribution structurgbat model
the participants in the requirements generatiorcaereial in validating
requirements.

The first two trace types refer fst- traceabilitythat links requirements
to the design and implementation, documents redpibtys assignment or
system compliance verification. The last two tratgoes refer to
pre-traceability that documents the context and rationale from kwhic

requirements are generated. Although it providesateled links between



business and IT, pre-traceability is often lesseusitbod than post-traceability
and the existing support for pre-traceability istenf considered to be
inadequate [27].

Early work in the traceability area has focusediaentifying effective
strategies for requirements traceability. As eadyl978, Pierce [53] utilized a
requirements database to facilitate requiremerdfysis to aid the verification
and validation of a Navy undersea acoustic sengstes. Hayes [32]
developed a front end for a validation and vertfma system that was based
on a relational database. This front end providestionalities for extracting
requirements text and assigning keywords in oraerswpport keyword
matching between requirements.

Other aspects of traceability such as tracing p®@nd the requirements
change management also have been investigatedliar emork. Gotel and
Finkelstein [27] conducted a survey on industriatagtitioners and
commercial/research tracing tools to analyze thguirements traceability
problem. They analyzed the difference between pegification and
post-specification traceability and suggested thmaroving pre-specification
traceability is critical to improve the requirementaceability process. Pohl
[54] proposed an approach to achieve pre-tracgéabliy utilizing a
three-dimensional framework for a requirements eegiing trace repository
to enable both selective trace retrieval and auteth&race capture. Ramesh
[56] investigated the importance of requirementaceanbility from the
practitioner point of view and identified two graupf users with respect to
their traceability practice. The two distinct greugre: low-end users who see
traceability simply as a mandate from the projgansors or for compliance
with standards, and high-end users who see trditgas a major opportunity
for customer satisfaction and knowledge creatioroughout the systems
lifecycle. In [58] they further developed requiramt traceability reference
models for low-end and high-end groups individuahd described ways to
migrate from one to another.

The aspect of requirements change tracing wasralsstigated by several
researchers. Cleland-Huang et al. [7] proposed ehntgue named
Event-Based Traceability for supporting performarelated impact analysis.

Their method, which is based upon the event-notifiesign pattern,



establishes and utilizes traceability links betweeaquirements and
performance models by creating loosely coupledslittkrough the use of
publish-subscribe relationships between dependaetts. Ramesh and Dhar
[56] developed a conceptual tool named REMAP (R&gmtation and
MAintenance of Process knowledge) that utilizescpss knowledge, which
captures the historical information of design decis made at the early stage
of the system lifecycle, to manage changes in tysem and maintain

communication between different teams.

Table 1.1: An example of a RTM (Requirement Traceaitity Matrix)
Requirements UML Classes
C1l C2 C3 C4 C5

R1 X

R2 X X

R3 X

R4 X X

R5 X

Research has also been conducted on the identficat traceability rules.
Spanoudakis et al. [71, 72, 73] presented a sy&temutomating traceability
links generation between textual requirement atisfand object models such
as classes, attributes and operations using hieutiateability rules. Three
types of beliefs were introduced and measuredetsein correctness of the
traceability rules, beliefs in correct traceabilitglations generation, and
beliefs in the satisfiability of traceability ruleEgyed et al. presented a Trace
Analyzer technique for automating requirementsitigag18, 19, 20]. Their
approach defines trace dependencies through trensitasoning and the
shared use of a “common ground” such as source. @odeaph is then built
based on the common ground and its overlap withattiéacts. The trace
analysis is an iterative process using large amotintles to manipulate the
graph structure. Trace dependency is establishédoifartifacts relate to at
least one common node in the graph.

Various commercial tools and research prototypee lheen developed to
assist requirements traceability. These suppottibogs employ a variety of
techniques such as cross references [22], tradgabihtrices [15], hypertext
[42] and templates [39]. As an example, Table ligpldys a traceability



matrix, a table in which the identifiers of softwaartifacts are placed in the
left column and the top row. A mark is placed ie thtersecting cell of a row
and a column to indicate the relationship betwe®s tivo corresponding
artifacts. DOORS [75] and some other tools incluefguirements traceability
matrices to establish, maintain and report on &bty between any type of
software artifacts including for instance stakekoldequests, requirements
specifications and test cases. Kaindl [42] proposeditilize hypertext to
represent the relationships among requirement rs&atess and the
representation of objects in a domain model. Inirthimol RETH
(Requirements Engineering Through Hypertext) resmaents are represented
using frames and the links are explicitly providedthe user as hypertext
nodes in the frames.

Depending on the specific problem they tackle,dhesls provide a useful
framework to assist the analyst in establishing mathtaining traces between
specific information types. However, all these $odhave the biggest
shortcoming: they still require intensive effort the analyst. As an example,
tools embodying traceability matrices require timalgst to manually create
links between the requirements and the softwaiéaetd of interest, and to
manually maintain the matrix in a timely mannerefiect the system changes
during its evolution. This clearly imposes a hugeden on the analyst
especially when the system grows.

To address the problem of the time consuming peodes identifying
potential links, in the past few years some redeasc have applied
Information Retrieval (IR) techniques to dynamigalienerate traceability
links on an “as-needed” basis [1, 2, 8, 9, 33,3%,46, 47, 69]. In a typical
tracing scenario, the analyst examines a requirearah searches through the
software artifacts in the system to identity thee®nthat satisfy this
requirement or will be potentially impacted by arhange in this requirement.
The process bears a significant resemblance tbrtiesks in which the search
engine analyzes the user issued query and evalwaies documents in the
whole collection are relevant to the informationneeyed in that query.
Software artifacts such as requirements, desigmrdeats and source code
contain large amount of textual information. Fastieason, IR techniques can

be employed effectively to search for traces betweaguirements and other



software artifacts.
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Figure 1.1: Screenshot of Poirot: An automated reguements tracing tool

As an example, Figure 1.1 displays the interfactheflR-based requirements
tracing tool called Poirot:Tracemaker [9, 43, 69ttwas developed by our
research group. In this screenshot a requiremeassiged as the query by the
analyst and a set of UML classes are the searckablements. In practice, the
guery and the searchable documents could be apyg tyfpsoftware artifacts in
the system. This tool implements a Probabilistiawdek (PN) model to
evaluate the relevance between the query and dcedrdocuments (The PN
model will be described in detail in section 2.8jter the relevance scores
have been generated, the traced documents aredrankiecreasing order of
their relevance scores. By applying a thresholdetaof candidate links that
score over the threshold is returned to the andlystfurther evaluation.
Traced documents that are below the threshold @msigered unlikely links
and will not be shown to the analyst directly.

IR-based approaches eliminate the upfront effortesfablishing and



maintaining a traditional traceability infrastrutusuch as a matrix or a set of
hyperlinks. Recently published research resultesnown the great potential
of IR based automated traceability tools to augmeaditional tracing
methods, i.e. to help them construct and maintaicetmatrices [1, 2, 8, 9, 33,
34, 35, 46, 47, 69]. These approaches will be fdégcribed in chapter 2 of
the thesis.

1.2 Precision Problem in Automated Trace Retrieval

The effectiveness of a requirements tracing totypgcally assessed using
two standard IR metricsecall, the proportion of true links that are retrieved
by the tool out of all true links available, apdecision the proportion of true
links in the set of retrieved links [25]. The forlas for calculating these two
metrics are defined in section 3.2.

There is usually a trade-off between recall anctipren. An attempt to
increase recall often results in retrieving moisdaositives (incorrect links)
which consequently decreases precision, while aemgt to improve
precision may lead to retrieving less true posgiVeorrect links) which
decreases recall.

Search engines in the general IR field usuallygrefecision over recall.
For instance, a user using a web search enginé, asicGoogle or Yahoo,
would probably only look at the top 20 retrievedowacuments to see if they
are sufficient for his or her information needst ocaring about whether some
relevant documents are missing. However in the exanbf requirements
traceability, a tracing tool must obtain high réceaé. it must retrieve as many
true links as possible in order to be effectivedgd by an analyst. Compared
to the time-consuming, error-prone manual searacbutihout the whole
software artifact collection to identify missed dea, a requirement analyst
would rather filter out unwanted links in the cattate links list as it involves
significantly less effort.

As a result of pursuing high recall, low precisionthe retrieval results
has become a concern for automated tracing tocdsidus empirical studies
in dynamic tracing retrieval indicate that whenighhrecall level of 90% is
achieved, precision is usually below 40% and samesiis even worse than
10% [1, 2, 8, 9, 33, 34, 35, 46, 47, 69], regadligsthe IR models adopted in

the tracing tools. Although using an automated [praach significantly



reduces the effort required to manually performaad, the low precision of
the results means that analysts would still haveualuate a considerably
large number of returned links in order to diffdrate between true and false
traces. In fact, at a precision level of 10%, aalyst would have to look on
average through ten candidate links in order td &rgood one. Although this
is a significant improvement over a brute-force lgsia, it still requires
significant effort by the analyst and introduces pwossibility of human error.
The low precision of the trace retrieval resultfkisly to negatively affect the
analyst’s belief in the accuracy of the tool. Aseault, industrial practitioners
may hesitate to adopt IR-based automated tractatoidls.

1.3 Methods and Contribution

The need to address the low precision problem i@ #utomated
traceability has motivated the research work priegseim this thesis. More
specifically, the research described in this thesigestigates several
enhancement strategies to improve the trace ratrimethods with the main
goal to increase the precision in the retrievalltsswhile maintaining high
recall values.

The Probabilistic Network (PN) model [77], an IR deb which is fully
described in section 2.3, provides a baseline agavhich the enhancement
strategies are compared. In order to be usefuhe¢oanalyst, the automated
requirements traceability tools must retrieve asyraue links as possible. In
our empirical studies, an objective function wasréifiore established for all
the retrieval algorithms to achieve high recalleisvat 90% and 80% on most
of the datasets (for datasets on which such higallsescan not be achieved,
the objective function was to obtain recall as haghpossible). An exploratory
study described in Chapter 4 analyzes the perfacmaaf the basic
probabilistic network model in retrieving tracedlil links between
requirements and various software artifacts. Thigdys identifies several
factors that may cause the retrieval of incorréks, or the omission of
correct links. These results are used to develdparement algorithms
designed to utilize one or more of the identifiadtbrs in order to improve the
retrieval precision of the basic probabilistic netiw model. The results are
also used to develop predictors of the enhancersgahgth of the new

algorithms by evaluating certain characteristica specific software system.



Althoughtf-idf is one of the most commonly used term weightingestes
in IR, numerous studies in this field have suggekdtat the standart-idf
method can be improved by considering some charsiits of a specific
document collection [41, 70]. The research worksprngéed in this thesis is
therefore specifically focused on investigating ntdrased enhancement
strategies to optimize the standafddf term weighting scheme employed in
the context of the requirements traceability proble

Three such enhancement strategies are explorédithesis:

1) Query Term Coverage (TC)

TC approach utilizes the conceptaqfery term coveragwhich is defined
as the extent to which terms in the query co-oatuhe searched document.
The approach assumes that documents containinggar Ipercentage of
distinct query terms are more likely to be relevamtthe query. Therefore,
incorporating the TC factor into the basic PN maddalxpected to increase the
probabilities of true links more significantly théaise links. The change can
enable us to set a higher threshold to filter oatenfalse links in the retrieval
results and consequently increase the precisitimeofetrieved links.

2) Phrasing

The use of phrases in the general IR context has beidied extensively.
Compared to the use of single words (terms), pkrase usually considered
more accurate at describing the content of a dontianed therefore can help
improve the accuracy of the text retrieval. Define@r a space of single terms,
our basic PN model often retrieves some irrelevdotuments and this
contributes to the low precision problem. The thesitroduces a new
approach to incorporate phrasing techniques irdoPiN model with the goal
of reducing the number of irrelevant documents the¢ retrieved and
therefore improving the overall precision of theuls.

The TC approach and the phrasing pursue similadsgaad their
application overlaps to a certain degree as theedhéerms between a
guery-document pair could contain both single teamd phrases. The current
definition of TC in this thesis does not differeité between phrases and
single terms among the shared terms. As an examggeme that a quenA”
road section shall be addédshares three distinct single termsodd’,

“sectionri and “add’ with a certain document. The TC approach woudatrmall



the three terms as single terms in the computatiadhe TC factor. However,
compared to the termatld’, we believe termsrbad’ and “sectiori which
form a phraserbad sectioil provide a stronger indication that the query and
the document should be related. We therefore kkepconcept of phrasing
separated from the query term coverage to stressriportance of phrases in
the relevance evaluation between query-documenrd.pai

3) Utilizing a project glossary

A project glossary defines some key terms and plrasich capture the
critical meaning of the software project. We prapd® strengthen the
contribution of these important glossary items be ttomputation of the
probability scores by increasing their weights. Tiheorporation of this
approach into the PN model aims at increasing tbhbgbility score of links
sharing glossary items as these links are assurnoeel likely to be true links.

The change can potentially improve the precisiorfilbgring out more false

links.
Keys
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®* e o —e links representing Sy representing . ®
true links 1 ‘ true link
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Figure 1.2: Applying enhancement strategies to immve basic retrieval results

The work introduced in this thesis supports the ettlgyment and
application of automated tracing tools. The thiteatsgies share the same goal
of improving precision in the retrieval results address the low precision
problem, which is a big concern associated withifveased tracing methods.
As depicted in Figure 1.2, a tracing tool incorpimig. one or more of these
methods is expected to return a candidate links dmtaining a smaller

number of false positives than using the basic PNdeh Such an
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improvement will not only reduce the analyst’s effon inspecting the

retrieval results, but also increase his or heffidence in the accuracy of the
tracing tools and consequently help to build thalgst’'s confidence in the
tools.

An analysis is conducted to study which projectrabgeristics have a
more significant influence on the effectiveness @dch of the three
enhancement algorithms. Such a study defined afsptoject-level factors
that can be used to identify which algorithm w#l éffective in trace retrieval
for a given project. Two project-level predictorgmelyaveragequery term
coverage(QTC) andaveragephrasal term coveragéPTC), are presented.
These metrics can be adopted to define intelligemting tools that can
automatically determine which enhancement stratgyyuld be applied to
achieve the best retrieval results on the basiseometrics values. In addition,
a set of criteria is proposed to evaluate the lise$s of an existing project
glossary in improving the trace retrieval resulfss an existing project
glossary will not be useful for the purpose of &raetrieval if it has not been
consistently used in the development process, eeftoe is also presented to
automatically extract critical keywords and phrasesn the requirements
collection of a given project. The extracted itesins then used to enhance the
automated trace retrieval algorithm. To our bestvkedge, the aspect of
effectiveness predictors and evaluation for enhaeceé methods has never
been previously investigated in the automated #daitiey field. The work
presented in this thesis will contribute to thecé@bility study and help
improve the adaptability of automated traceabititgthods.

1.4 Outline of Thesis

The thesis is organized as follows:

Chapter 2 introduces and compares three IR modeist finequently
adopted in automated traceability: the Vector Spdoeel (VSM) [65], the
Latent Semantic Indexing (LSI) model [81], and feobabilistic Network
(PN) model [77]. To address the low-precision peoilassociated with the
IR-based automated tracing tools the distributidntroe links among the
retrieved traces is analyzed empirically and revaaleresting patterns that
will be used in the next sections to define effectenhancement methods to

improve the retrieval accuracy. This analysis #sals to the development of
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a confidence-score mechanism to help the analysvatuating the retrieval
results. Several enhancement methods proposetpsgvto improve trace
retrieval accuracy are also reviewed in Chapter 2.

Chapter 3 describes five datasets that will be nsitely used in the
empirical studies in the following chapters. Thetms for measuring the
accuracy of the retrieval results, including stadddr metrics of recall and
precision, as well as some other metrics used lirstalies are also defined in
this chapter.

Chapter 4 through 6 fully describe the three enbarent strategiestC,
Phrasing and Project Glossary Each strategy is first defined, and the
incorporation of the strategy into the basic PN elagither individually or
synergistically is introduced, followed by the d&stton and discussion of the
evaluation of each new retrieval algorithm in vasalatasets.

Chapter 7 identifies a set of metrics and the ptajbaracteristics that can
be used as predictors of the effectiveness of nharecement approaches. The
prediction model utilizing such predictors is thatroduced and evaluated in
a small-scaled empirical study. In addition, arratee technique is also
described to determine which trace retrieval apgrda more effective on a
new project when no prior knowledge on traces @ilable. This technique
builds a partial answer set containing informatioollected from user’s
feedback.

In Chapter 8 a set of criteria for useful projetisgaries for the trace
retrieval purpose is presented. A method to autcalft extract keywords
and phrases from the requirements collection I ialsoduced and evaluated.
This automated method is designed to be used in diea missing or
ineffective project glossary.

The final chapter summarizes and discusses thanmdseork presented in
this thesis.
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CHAPTER 2: IR-BASED AUTOMATED REQUIREMENTS TRACING

Automated requirements trace retrieval technigbes utilize IR methods
are typically comprised of the following steps. sEirof all the textual
information contained in the software artifactslection is pre-processed by
removing stop words such as articles, pronounscanginctions that are very
common and therefore not useful for retrieval psgso Each remaining word
is then stemmed to its grammatical root by elimimgasuffixes and prefixes.
Based on the resulting set of terms, relevanceescbetween requirements
and traceable software documents are evaluated asispecific IR model.
Requirement-document pairs that score over a ocettaieshold are then
considered candidate links and returned for eviaoato the analyst in
decreasing order of their relevance scores.

Three commonly used trace retrieval models thae Hmeen applied most
frequently in traceability research studies areMeetor Space Model (VSM),
Latent Semantic Indexing (LSI) model, and ProbabdiNetwork (PN) model.
Several requirements tracing prototype tools enippylifferent IR models
have been developed to assist the analyst indlat tasks [1, 2, 8, 9, 33, 34,
35, 44, 46, 47, 69]. Based on the published rebea@sults, none of these IR
models have shown consistently better performanian tothers in
requirements trace retrieval.

These three IR models will be fully described amstukssed in the first
three sections of this chapter. As part of the ystod the low-precision
problem associated with the IR-based automatedngaiools, section 2.4
describes an analysis of the links distributiorthie retrieval results using the
PN model and presents a confidence-score mechdnisrelp the analyst in
evaluating the retrieval results. The last sectidroduces and analyzes five
enhancement methods previously proposed to imgte/&w precision in the
automated trace retrieval results.

2.1 Vector Space Model (VSM)

The VSM [65, 66, 68] represents each query and saalched document
as term vectors defined in the space of all teiims {ti,t,...,t;} that are

extracted from the whole document collection. Fdlyna documentd can be

represented as a vect@r = (W 4, Wy 4 ,....W, 4) , Wherew, q4 is the term weight
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associated with the ternwith respect tal, andn is the total number of terms

in the term space. Similarly a quegycan also be represented as a vector

q = (WyqsWaqseWng) -

Each termt is assigned a weight that reflects its importatoceepresent
the contents of the query or the document. Sualm teeights are usually
computed using a standard term weighting schemevikrastf-idf [Salton &
Buckley, 1988] wherdf stands for term frequency aidf stands for inverse
document frequency. Theof a termt; with respect to a documedis usually

freq(t; ,d)
|d

in the document and is normalized by the lengtthefdocument. Thiglf of a

computed astf (t;,d) = , Wherefreq(t,d) is the frequency of the term

. . n .
termt; is usually computed aglf, =log,(—), wheren is the total number of
i n

the documents in the whole collection amds the number of documents in
whicht; occurswig, the term weight associated with the terwith respect to
a document, is then calculated asiy = tf(t;, d)xidf;. A term is considered
relevant for representing a document’s content igndssigned a relatively
high weight if it occurs many times in the documeantd is contained in a
small number of documents.

The relevance between the querand the documertt is measured by a
similarity scoresim(d,q)that is defined as the cosine of the angle forimgd

their corresponding vectors, and is computed as:

Zwi,d X Wi q
2 2
DREEAT

VSM has been adopted in automated tracing todisate between various

sim(d, q) =

types of software artifacts. For example, Hayeal ef33, 34, 35] built a tool

named RETRO (REquirements TRacing On-target) thataments VSM and

LSI (LSI will be described in detail in the follomg section). Its effectiveness
in trace retrieval has been evaluated on sevetateéts focusing on the tracing
from high-level to low-level requirements. Our rag®# group has developed
a prototype tracing tool Poirot [9, 43, 69] thatplements both VSM and PN
Model (PN model will be introduced in section 2)1t@ dynamically generate

and retrieve links between requirements and soéwatifacts including UML
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classes, Java code and design documents.

Although VSM is easy to implement and the simijagtores between two
vectors are easy to calculate, results from altd¢hstudies indicate that in
general VSM returns relatively low precision, ramgifrom 7-14% when a
high recall value of 90% is achieved. The unsaitigfyetrieval performance
of VSM is often caused by strict word-matching.c®ithere are usually many
ways to express a given concept (synonyms), tems fielevant document
might not match the query. Additionally, as wordsuld have multiple
meanings (polysemy), an irrelevant document mapntarectly retrieved if it
uses the same terms with the query.

2.2 Latent Semantic Indexing (LSI)

As a variation of VSM, LSI is based on concept rhiatg with the purpose
to improve simple word-matching. With LSI, relevalticuments that have no
terms in common with the query, and therefore wolbdd missed by the
standardf-idf approach, may still be retrieved. The assumptiotihis model
is that there are some underlying semantic strast(latent structures) in
documents and terms which are often hidden behiadarious word choices.

LSI applies Singular Value Decomposition (SVD) teicue [24] to map
terms and consequently query and documents veatora lower dimensional
space associated with concepts. According to the Bidel, anyaxb matrix
X, wherea, b are the numbers of rows and columnsKinespectively, can be
decomposed into the product of three other matrices

X =T SmDm
where T, (a axm matrix) and I, (a bxm matrix) have orthogonal and
unit-length columns, andSis a mxm (m=min(a,b) diagonal matrix of
singular values. If we only keep the k (k<m) latggagular values o%,, and
only retain the correspondirkgcolumns in matrixT, and thek rows in D/, a
new matrixX’ can be obtained as:

X =T,SD; =X

X' is the approximated matrix of rakkwith the best least square fit to the
original matrixX. That is, by keeping thelargest singular values, we are able
to capture the major structure of the original data discard much of the

noise that causes poor retrieval performance.
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Based on SVD techniques above, LS| has been adaptiRi by firstly
constructing axd term-document matriX from a collection of documents,
wheret is the total number of the terms in the spacediisdthe total number
of documents. Each elemexj(0<i<t, 0<j<d) in X represents the frequency of
termi in documenj. After a k-dimensional SVD decomposition, the orad
term-document matrix is projected into a lower disienal new space. The
relevance between the query and the document gestatso evaluated by its
cosine similarity measure in the space of redudceeiasion.

Lucia et al [44, 45] built a tool ADAMS (Advancedtfact Management
System) that implements the LSl model to help safévengineers recover
traceability links missed in manual tracing. Maeusl Maletic [46] utilized
LSl to recover links between source code and doatatien, including
internal documentation such as comments. Althougtsidered to be a more
accurate IR model than VSM, LSI has not consisyemtitperformed VSM in
traceability applications. For instance, in theing experiments conducted by
Hayes et al [35] in which both VSM and LSI werdinéid to retrieve links in
two datasets, the two IR models have similar peréorce in one dataset but
VSM achieved higher recall and precision in anotteaset. However, results
by Macus and Maletic [46] showed that LSI was dblachieve higher recall
and precision than VSM in the same datasets ustgtinstudy. Typically LSI
is considered to perform better on larger and sdktuicher datasets, as the
reduction of dimensionality may result in signifitainformation loss for
datasets with fewer terms and concepts [81].

An open question of LSl is how to choose the opitidiaensionk, such
that k is large enough to capture the majority of theratstructure of the
document collection, and at the same time smalligindo reduce unimportant
details. In practice, the dimensionality is oftestedmined experimentally, or
selected based on previous work. Another concerbSdfis that the model
tends to be computationally intensive for SVD deposition when the corpus
of the document collection grows, as the sparsa-tlycument matrix can
become enormous.

2.3 PN (A Probabilistic Network Model)

Our previous work has applied a Probabilistic Netw@N) model to

dynamically generate and retrieve links betweenuireqments and software
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artifacts. The probabilistic IR approach uses axilfle mathematical
framework to model queries and documents as vasainl a concept space
defined by the keywords in the documents collectAprobabilistic graphical
model [51] is used to represent the relationshig$wéen queries and
documents, where documents, queries and keywoedsepresented as nodes
in a graph and the relevance relationships areesepted as arrows linking a
query to related keywords and documents. Although PN model uses a
standardf-idf approach to compute the probability of relevanice document
with respect to a query, it can be extended towallbe use of additional
information about the documents collection to inyerthe learning of relevant
links.

Following standard IR terminology, the PN model |["Assumes the
existence of a set of documefs, o, ..., G} that are regarded as queries and
a document collectiofd;, d, ..., d}. The model interprets each querynd
each documend as random variables defined within a concept spaf@ed
by the terms §, t, ...... , & contained in the document collection, and
estimates the relevance betwepandd as the probability of a link existing
between them. In this thesis the requirementsegarded as queries, and the
document collection contains other software artfalat may be traced to the
requirements. Note the model can be used to trateelen any types of
document sets. The assumption in our probabilisiiclel is that a software
artifactd containing terms that co-occur in the given regmientq is expected
to be a potentially relevant trace for that regueat. Thus a conditional
probability valuep(d|q) for eachq and d is defined as a function of the

frequency of terms co-occurring in bajlandd, and is calculated as follows:

t
D p@lt)xp(a )
p(d | g) = 29 -7 2.1)
p(a) p(a)

The three components in the formula are defined(ﬂsi):w,

Zfreq(d,ti)
p(q,ti):w, and D(Q):iD(Qati)’ where freq(d, t) represents the
n; i

frequency of term;in a documentl andn;is the number of documents in the
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searchable document collectifmh, c, ..., d} that contain tern. Notice that
p(d|q)is equal to zero ifl andg do not have any terms in common.

Similarly to VSM, the definition of the probabilistsimilarity score is also
based on thef-idf standard weighting strategy. The first compong(at)
represents the relative frequency of ternm document and increases with
the number of occurrence fin d. idf is used to reduce the contribution of
common terms to the overall probability value besweghe query and the
document.

Given a query;, the conditional probabilitp(d|qg) is computed for each
documentd; in {dy, b, ..., G} using formula 1.1Documents are ranked in
decreasing order of the probability scores to therygq according to the
value of p(d|g). A high value ofp(d|g) provides strong evidence that a
potential link betweeng; and d, exists. A threshold value is typically
established, and all documents whose probabililyegp(d|q;) fall above the
threshold are retrieved as potential links to thergq;.

2.4 Analysis of Links Distribution

This section describes an analysis of the low preai problem for
automated tracing tools. The study reveals thaptheision of the results vary
greatly with the range of the probability scoresigsed by the PN based
tracing tool. The proportion of true links increasethe probability scores get
larger. Based on the analysis of the precisionl$efa different probability
intervals, and to improve the usability of the mabiistic network tool, a
confidence score mechanism is designed to suppat analyst in the
evaluation of the trace retrieval results with lpwecision. This mechanism
has been deployed in our Poirot: Tracemaker todl [43

A confidence score represents the belief a useth@sa retrieved link is
in fact a true link. The importance of implementitigs concept to support
requirements trace retrieval is critical in light the precision problem
affecting trace retrieval.

The link distribution for true-links and false-ligks initially learned from
three different datasets, including the Ice-Bredkgstem (IBS), Event Based
Traceability (EBT), and Light Control System (LChih are fully described
in section 3.1. In these datasets, similar pattemes observed among the

distributions of the probability scores for truakis. The results consistently
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show that candidate links with larger probabilippes are more likely to be
true links. On the other hand, the links with vergall probability scores are
very likely to be non-links. This is clearly demdtin Figure 2.1, which shows
the probability score distribution for true linkgaanst the one for non-links for
the IBS system. In the region in the center, tinksl and non-links are mostly
cross-distributed, making it difficult to discrinate between these types of

links based only on the probability scores.
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Figure 2.1 Areas of high and low confidence in IBS

Figure 2.2 illustrates the frequencies of true dirfer the IBS dataset in
equally spaced intervals for the probability scodefined in terms of
percentile ranks. The graph shows that the frequendrue links increases
with the probability scores in a non-linear fashiém the middle region, the
frequency of true links increases at a slower tiad® in the top region where
the probability values are higher. Similarly fanks with very low probability
values — i.e. within the region where the true dirske scarcer - the frequency

of true links increases even more slowly.
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Figure 2.2: Confidence value vs. Probability in IBS

Based on these observations, we defined a segnoentatethod for
computing confidence scores by considering theuieaqy distribution of true
links in different probability intervals. Confidemcscores are defined as a
measure of belief in the correctness of the reselisrned by the automated
trace retrieval algorithm. For convenience the esare set between 0 and
100%, and are calculated according to the prolbitilue of a link in respect
to the general distribution of probability values frue-links and false-links in
the dataset.

The segmentation method divides the range of piibtyagcores in (K+1)
intervals and defines a piecewise function thatmates confidence scores in
each interval according to the frequency of tra&diin that interval.

As shown in Figure 2.2, true links frequency isatekly high when
probability scores are above thé"§fercentile, while for scores below the™20
percentile, the frequency of true links is quitevld’he distributions of true
links for EBT and LC datasets reflect a similartat.

The frequency of true links in theh segmentpi.1, p) is defined as:

_ numberof truelinks in (p,,,p;) (2.2)
' numberof candidatelinksin(p,,,p;)

The measurg; can be regarded as the local precision metritivelto the
i-th segment.

Let C(p) be the confidence score associated to ralidate link with
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probability scorep. The 100% confidence score is assigned to theidaied
link that has probability value equal to or highean 0.5, i.e.C(p)=1 for
p>=0.5. This is based on our observation that any lintkhaiprobability value
as high as 0.5 is extremely likely to be a truk.lidAlso we assign zero
confidence to pairéd,q) with zero probability score, i.€(p)=0 for p=0.

Let pnax be the maximum probability score returned by tw.{The set of
probability scores betwegn=0 andpk+1=pmax IS divided into K+1 intervals.
Each interval(pi.1, p), for i=1,...,K+1, is defined by selecting K percentile
values (p1,p2,...,/) from the distribution of the probability scoreshel K
percentile values can be determined accordingreegarior knowledge of the
true links distribution. Such prior knowledge coble based for instance on a
set of known traces that can be generated witth@ubéed for user evaluation.

If no prior knowledge is available on a certainteys, a simpler version of
the segmentation algorithm can be proposed ustwasser segmentation and
the true links density learned in our previous expents. However, as users
apply the retrieval tool to that system, informatan the correctness of some
links is obtained through user’s feedback, and banused to learn the
confidence values more accurately.

Once the K percentile values have been selectedavbrage probability

p; of the probability scores ifpi.1, p) is computed for each intervil.1, p)
fori=1,...,,K+1. The confidence score(p) is assumed to be proportional to
the true link frequency in theth interval, and is computed asp)= A Ui,

where) is a rescaling factor that can be set by the asdryis defined in
expression (2.2).
Each segment in the piecewise function is defirsed straight line joining

pairs of points defined agp,,c(p,))and (p,,,,C(p,,,)) for i=0,...,K. The graph

in Figure 2.3 shows an example of the piecewisetian for a simple case
with K=2. In each segment, the confidence valfp) is computed as a linear
function of p with slope depending on the increase in true frgijuency

between two consecutive intervals.
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Figure 2.3: Confidence value vs. Probability in IBS

The general expression of the piecewise function éomputing

confidence values is displayed in Table 2.1.

Table 2.1: Linear stepwise function to compute coidence values
C(p)

?Xp for pO (0, p)
1

— C(p)-C(p — o .
c(p) ={C(py) + SPI=CPD) . (p g ) forpO(RL ) 25isK 1

i i-1
1_C(§K) =
1-———~(05- for pOd 0.5
O-S—EK( p) P 0 (Px.1,09)

A small-scale usability study on the effectivenetshis confidence score
mechanism was conducted using our Poirot: TracentakéfLin et al., 2006]
to compare the analyst's performance in conductirage tasks when
supported by confidence scores versus tasks that wesupported. Through
observing participants’ behavior and as a resulthefinterview process, we
discovered that the confidence scores were vergcgie in helping the
analyst filter out links that were not likely to Ieie. Analysts preferred to
focus their effort in the evaluation of links witigher confidence score, rather
than links with very low score. Links with very loeonfidence score were
immediately regarded as not correct. The usalstitgy was fully described in
[79].

2.5 Previously Proposed Enhancement Approaches

Prior research in requirements traceability hasngtted to improve

precision in several different ways. Some approsichdopt standard IR
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techniques while others take into account the fipecharacteristics of the
software artifacts collection in the developmentit@éir retrieval algorithms.
The five previously proposed approaches, nantbbsaurus hierarchical
structure information clustering graphical pruning and user relevance
feedbackare described and discussed in this section.

2.5.1 Thesaurus

Thesauri provide the information about relationshigetween different
terms. The classic IR models only compare the @pHwence of single terms
in the query and the document, regardless of thegnice of synonyms and
acronyms in the document which implicitly could ragke document relevant
to the query. However in many situations, a relédicument is not retrieved
due to the ignoranceé of the IR model that is not able to recognize@ayyms.
As an example, a document containirgar* speet will not be considered
relevant to a query describingéhicle velocitybased on the basic IR models,
even though it might be a true match to the query.

To address this problem, the thesaurus has becastendard component
in tracing tools [33, 34, 35, 43] to capture synosyor acronyms both in the
guery and the traced artifact which otherwise miglave contained no
matching terms. In their tracing tool RETRO, Hayssal. [33, 34, 35]
implemented a thesaurus-based retrieval to extemdinderlying basic VSM
model by considering the synonyms and matching demsed in technical
lingo in which the high level and low level requirents are written. Their
thesaurus was constructed by manually extractiegethmatching terms from
the data dictionary and from acronym lists avadaibl the appendices of the
requirements documents. In their approach, an ahatanually assigned a
similarity coefficient between 0 and 1 to each pdithe matching terms to
measure the match relevance based on the anadgst'sption. A default value
is used if the analyst chooses not to assign ssictalae. The standard cosine
similarity computation between a query and a documeceives an additive
score from matches defined in the thesaurus. HEwailluation of this thesaurus
approach focusing on traces from 19 high level irequents to 50 low level
requirements showed that the approach performete guell. The precision
was significantly increased from 11% using the ©&8$M model to 41%. The

approach has proven to be especially effectivemproving the retrieval
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results when the queries and the artifacts aretemritising very different
terminology.

However the approach proposed by Hayes et al. [2Z8036] assumes that
there are data dictionaries and the acronym Igdslable in the appendix of
requirement documents from which the thesaurusbeamanually extracted
by copy and paste. In reality not every project esrwith such information.
When an appendix is not available, constructinch@sdaurus can be time
consuming, as it may require extensive knowledgeampecific project in
order to identify the matching technical terms.

2.5.2 Hierarchical structure information

Many software artifacts are constructed in a hamaal structure.
Examples include headings for requirements andregbirements in which
information contained in a head requirement dessrihe general meaning of
its sub-requirements; or packages and classesgewhername of a package
indicates the general functionalities of the clagsmntained in it.

Cleland-Huang et al. [9] proposed utilizing hiefacal information
describing interrelationships between ancestorshefquery and the traced
artifact. They observed that the information camtdi in the ancestors may
provide necessary context to understand its deacésd Their proposed
approach therefore enhances the probability vaktevden a query and an
artifact if their ancestors share the same terrhs. Hierarchical approach was
evaluated against three datasets [9] tracing freopirements to UML classes.
The experiment applied the hierarchical approattteeto the entire dataset or
to a subset of mid-probability links which basedtloa links distribution study
in section 2.4 are considered low confidence limkswever, only one dataset
demonstrated an improvement on precision with anease of 11% at recall
of 90% when the approach was applied to the loviidence links. The other
two datasets returned minimal or no improvement.

Their analysis revealed that the two datasets iiclwithe hierarchical
approach was not effective do not have strong tdbreal information, and
the package names were not as meaningful as they lsave been. Therefore,
strong hierarchical structure is essential for thpproach to be effective.
Loose hierarchy within the artifacts, which is oftpresented in software

projects, impacts the effectiveness of this enhawece: strategy.
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2.5.3 Clustering

Clustering is another enhancement algorithm prapéseCleland-Huang
et al. [9] which is based on the observation thaé¢ tinks tend to occur In
physical clusters within a hierarchy. These clistn be logical groups of
software products such as a package containingipiauliclasses. The
algorithm hypothesized that if a link is establdhgetween a query and a
document, and if the document belongs to a logikedter, then the likelihood
of other documents within that cluster also beiglgvant to the query should
be increased. The concept is cakkemtument side clusteringimilarly, query
side clusteringcan also be applied to individual documents angtets of
gueries if a link is established between the docunaed one of the queries
within the same cluster.

Experiments were conducted by the authors agdiesdsdme three datasets
used for evaluating the hierarchical approach. tRerdataset with relatively
strong hierarchical information, a significant irapement was observed only
when document-side clustering was applied to theexed links that have
lower probability scores. Query-side clustering ditbt achieve any
improvement. The two datasets in which the hieiaethstructure was not
very strong did not return any significant improwverhfrom applying either
document-side or query-side clustering. In the @rpents document side
clusters were formed from groups of lower-level uiegments and the
document side clusters were classes within packages

Similarly to the hierarchical approach, the effeetiess of the clustering
algorithm in increasing the precision of the retaleresults is strongly affected
by the structure of the documents collection sushthee decomposition of
requirements into sub-requirements, the groupinglagses into packages.
Datasets with loose logical structures are mosthlikunaffected by this
algorithm.

2.5.4 Pruning

In the same paper [9], Cleland-Huang et al. progpasesemi-automated
graph pruning technique to apply to specific an@ag/hich the precision of
the retrieval is particularly low. The approach sagke analyst to provide
initial feedback against a training set to identifye groups of requirements

and documents that are mostly likely to spawn fhides. Constraints are then
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established between the groups of requirementsdandments such that the
probability of the links in the constraining groujss either cut by half or
reduced to zero.

As the pruning technique requires a training seihitalize the process,
the effectiveness of this approach is greatly édiddy the size of the training
set. In the experiments conducted by Cleland-Huaingl. [9], promising
improvement on precision of the retrieval resulsswbserved only when the
training set size was relatively large (50% of theery-document pairs were
included in the training set for one of their data¥. It indicates the approach
will be effective only if sufficient feedback is @ined from the analyst.

2.5.5 Relevance feedback mechanism

Relevance feedback is a classic IR technique [6@revthe search system
revises the list of the search results accordinghto user’s agreement or
disagreement on the system’s evaluation of the meatn relevance. In a
typical relevance feedback process, the user septed with a list of ranked
documents and asked to indicate which documentseteeant to his or her
guery and which ones are not. The decisions ateatetl for query extension
by typically increasing the weighting of terms tlae contained in relevant
documents, and decreasing the weight of terms #rat in irrelevant
documents. The updated query is then used by #terayto induce a new set
of relevant documents, possibly including new doents. The display,
evaluation, and re-ranking cycle repeats until tiser is satisfied with the
returned results.

Hayes et al. [33, 34, 35] incorporated in theircing tool RETRO the
standard Rocchio algorithm [62] to extend the VSBUdel. Given a query, the
analyst was provided with a “link”/“no link” choictor each candidate link
retrieved by the tool. In the experiments they datad the user feedback by
using the pre-defined “answer set” of the datagetaluation was provided on
the top i (i=1, 2, 3 or 4) ranked documents in eiéetation and the cycle was
repeated eight times. The results indicated thdizing user relevance
feedback can potentially increase recall by inglgdihe omitted true links,
and also improve precision by excluding false posst

The biggest drawback associated with their propésedback mechanism

however, is the tedious process of repetitivelyating relevance information
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on retrieved documents. The results suggested tti@atapproach is not
effective when the number of evaluated documentsauh cycle is too small,
which means the analyst may have to provide coraitke amount of input in
order to provide sufficient feedback information.dddition, this mechanism
tends to only improve the results on the queriemuphich the feedback was
supplied. The tradeoff between the amount of tipaitisolicited from the user
and the improvement on the retrieval results o @gpproach has not been
fully studied.

As described above, although individually proven ke effective in
improving the retrieval results to some extentheaicthe methods has its own
drawbacks. Some methods have strong constraintmmagibe only applicable
to datasets with some specific characteristicsréfhee, the objective of our
research work is to investigate effective enhancersieategies that are simple,
easy to implement and require the least amountditianal effort from the
analyst. Furthermore, the factors that affect tifeceveness of the proposed
strategies will also be investigated with the gtal provide metrics for
predicting how well a certain strategy may perfanna specific dataset. These
metrics can be used to develop tracing tools thatautomatically determine
whether or not to apply a certain enhancementegfyain order to achieve the

best retrieval results according to the metricsiesl
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CHAPTER 3: DATASETS, METRICS AND BASELINE
RESULT

This chapter introduces the five datasets thatusesl in the empirical
studies presented in this thesis to evaluate Hue tretrieval approaches. A set
of metrics for the evaluation of the retrieval a@aay and effectiveness is also
described. Section 3.3 describes the trace resultsese five datasets using
the basic PN retrieval algorithm which providesasddine against which the
enhancement strategies are compared.

3.1 Test Datasets

Constructing a dataset from a software system f@luation purpose
typically involves the following steps: 1) Extramgi textual information of
software artifacts which may be specified usingiows tools, such as MS
Word, UML diagrams, Requisite Pro [60] etc. andN2&nually building a
trace matrix which is the answer set explicitlyidiefg the true links between
the software artifacts in a system. A trace matsixthe prerequisite for
evaluating the retrieval accuracy. Even if the eysts supplied with a matrix,
additional effort is still needed to validate tlezaracy of the given matrix.

Because of the limited availability of such softevaystems and the effort
involved in creating and evaluating the trace roasj currently we have only
five datasets for the empirical studies. These sg#gacontain a variety of
software systems ranging from available researabjepts to industrial
applications or student assignments. The softwdarac types contained in
these datasets include requirements, design dod¢gmand source code.
Therefore, these datasets can be considered ratatge of the tracing tasks
in real software systems.

The details of individual datasets are describddvib@nd summarized in
Table 3.1 and Figure 3.1:

« IBS

IBS (Ice-breaker System) describes the requiresnand design of a
public-works department system for managing roagscithg. The system
activities include prediction of icy conditions, woorder management, truck
management, and inventory control. IBS was initidiéscribed in “Mastering
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the Requirements Process” [99] and then enhaneed materials found at
several public works websites. The tracing taskBS is focused on links
between 164 requirements and 71 UML classes. Aralirtrace matrix was
supplied with the system and was also validatedsyresearch group.

IBS is extensively used in our experiments as d fislatively large dataset
with a complete and thoroughly validated trace mwatn addition, it contains
strong hierarchical information in the artifactadahas a project glossary that
was used consistently throughout the writing of tlieuments and can be
used for the evaluation of the glossary strategcudised in this research
proposal.

e EBT

The Event-Based Traceability (EBT) system, which swanitially
developed at the International Center for Softw&megineering at the
University of lllinois at Chicago [7], provides aymamic traceability
infrastructure based on the publish-subscribe sehmmaintaining artifacts
during long-term change maintenance. It is compadetl requirements and
52 classes. Its trace matrix was manually builtheydevelopers of the system.

« LC

LC was reconstructed from the well documentechtiGontrol system
(Light Control) developed for the University of Isarslautern [3]. This
system controls the lights in a building based upser defined lighting
schemes, building occupation, and current exteliimination. Our version
of this system consists of 34 requirements andl&8ses. The trace matrix
was supplied with the original project.

Each of the matrices for IBS, EBT and LC has besadun our prior work
and has therefore undergone a rigorous and lemgythlyation process.

» SE450 Student Projects

This dataset contains 15 anonymous student teojeqgts for a MS level
Software Engineering class at DePaul Universitye $tudents were instructed
to implement a traffic simulation system using tava programming
language. The implemented system describes vehlmésvior in a set of
roads equipped with traffic lights. The datasetsisis of requirements that

specify road maps, road segments, vehicles antighitqy and 15 sets of Java



Table 3.1: Datasets Summary

Dataset # of Document # of # of Available
requirements type documents| true project
links glossary
IBS 164 UML classes 71 420 Yes
EBT 41 UML classes 52 135 No
LC 34 UML class 25 91 No
SE450 46 Java classes 475 125 Yes
CM1 235 Low-level 220 361 No
requirements

*SE450 dataset aggregated statistics from 15 stuateprojects
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source code which vary greatly in structure, aswshan Figure 3.1. The

tracing task for this dataset is therefore from shene set of requirements to

the 15 sets of Java source code.

As part of the deliverables, each student createdce matrix for his or

her own project to specify one or more of the jalasses that implement the

individual requirements. All the matrices were ipdedently validated and

corrected by two research assistants in our group.

CM1

CM1 is a large dataset extracted from a NASA ptojec a science

instrument and is made available to the public ughothe Promise Data

Repository [55]. The dataset consists of 235 hayel requirements and 220

low-level requirements. A traceability matrix comiag 361 true links
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between high-level and low-level requirements wasually built by NASA
and verified by Hayes et al. [33, 34, 35] for thsiudies on requirements
traceability. The tracing retrieval results on CM4ing both VSM and LSI
models in their studies have been published in33335].

3.2 Metrics for Retrieval Effectiveness

* Recall and Precision

Two standard IR metrics, recall and precision [25¢ used as the primary
measurements in the evaluation of the accurackefdtrieval results. Recall
measures the proportion of true links that areieedd out of all true links
available, and precision measures the proportiathetrue links in the set of
retrieved links. They are computed as follows:

# of correctlyretrievedtraces
#of correct tace:

recall =

#correctlyretrievedtraces

precision= -
#retrievectrace:

In tracing retrieval results, precision is usua@laluated at a low threshold
in order to achieve high recalls such as 90% or.80B& precision at these
high recall levels represents the overall accuradhe candidate links list (a
set of links that scores above the threshold) netito the analyst. However
in some situations the overall precision alonensuificient to measure the
improvement in the results. As displayed in Fig8r2, two algorithms A and
B may achieve the same overall precision at a fixg recall level in a given

project. However, the candidate links list genatdi®m algorithm B may
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Candidate links list A Candidate links list B
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False link o——o

|
T

Figure 3.2 Two candidate links lists with the sameverall precision but
different precision on top of the list
contain more true links on the top, i.e. algoritBobtains higher precision
than A at lower recall levels. In this case measyonly the overall precision
would fail to capture the improvement resultingnfralgorithm B.

To capture the change in the internal structuréhefcandidate links list,
we also measure precision of retrieval at differdmeshold levels. More
specifically, in our experiments precision is ewd from low recall levels of
10%, 20% to the highest possible level at a 10%rviad. The results at recall
levels of 10% and 20% contain the links at top hed tetrieval results that
would be seen and inspected by the analyst firserdfore the improved
precision at these low recall levels is especialBaningful as it implies more
true links are listed on the top of the retrievedults and the analyst may be
able to evaluate those important links earliehi process.

» DIiffAR

DiffAR is a quantitative measurement proposed byddaet al. [35] to
compare the difference between the average sityilagores of correctly
retrieved and incorrectly retrieved links. It isngouted as:

Z (q,d)D; Sim(q,d) _ z (q,d)0D; Sim(q,d)
| D; | | De |

DiffAR =

whereSim(qg,d)epresents the link similarity score computed bpgiene of
the IR modelsD+ is the set of candidate links that are true liliksis the set
of candidate links that are false positives, arjdgEhe number of the links in
the set D.

A higher value of DiffAR indicates that true linkave higher similarity
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scores on average and therefore can be differedtrabre easily from false
positives in the retrieved results.

* Lag

Lag of a true link in the candidate links measutes number of false
positives that are ranked higher than that trde limg of the whole candidate
links list, i.e. the average Lag of all retrievedéet links, specifies that on
average how many false positives are found in #raiclate links list above
each of the true links. A lower Lag represents ttrae links are more
separated from false positives.

* Average Precision Change at various recall levels

We are also presenting a new metric, Average Precision Change (AP)
at various recall levels, which provides a moreua&i® measurement of the
precision changes in the retrieved links list thiha overall precision at a
specific recall level.

Let A (i=1,2,...,k) be the precision change after applying different
retrieval strategies at the i-th recall level fordkferent recall levels. The

Average Precision Changs various recall levels is calculated as
k
AP= A /K.
i=1

In our experiments the precision changesre evaluated at recall levels
from 10% to the highest achievable recall with &oliiterval.

Previously proposed metrics such as DiffAR are soitable for
comparing different retrieval algorithms acrossfedént projects, as these
metrics take values on different scales dependmghe project. In contrast,
the Average Precision Changakes values on a fixed scale and allows the
evaluation of the impact of various retrieval algons across different
datasets.

There are also other metrics that are used in getiRrapplications. The
most commonly used ones include:

1) F-measure, a harmonic mean of recall and pratigis there is usually
a trade-off between recall and precision, the Fsuesais used to represent the
balance between the two measures. The max of Fureeaslicates the “best”

achievable combination of precision and recall. #&asure can be computed as
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_ (L+ %) x(recall + precision)
recall + (L+ B?) x precision

, Where 8 is the weight used to tilt the

balance between the two measures. Wil recall and precision are equally
important.f>1 means recall is more important and vice versa.

2) Average Inverse Rank (AIR). A true link is as®d the inverse of its
rank (1f) in the retrieved links list. AIR takes the averamesr the inverse
rank of all true links in the list. A large valué AIR indicates that true links
are ranked higher in the retrieval result.

Similar to the overall precision value at a specigcall level, F-measure
is not sufficient to measure the improvement in th&rieval results. This
measure would also fail to capture the change eniriternal structure of the
two retrieval results displayed in Figure 3.2. ®iere precision at various
recall level is used in our experiments insteathefF-measure.

AIR also has its own limitations. Although an iresed AIR can indicate
‘good links rising, bad links sinking” in the caddie links list, and a
decreased AIR reflects the opposite, this metrimoameasure the degree of
the separation between the true links and falséiyes in the list. Therefore
in our experiment, DiffAR is used to effectivelysass the quantitative
separation between the true links and false pesitin the retrieved results.

3.3 Baseline Result

This section presents the results for the five sttausing the basic PN
retrieval algorithm introduced in section 2.3. Tdessults provide a baseline
against which the enhancement strategies are ceshpas the SE450 dataset
contains fifteen projects, one representative ptojas chosen and the result
in this project is shown in Figure 3.3. The resuitsall fifteen projects can be
found in Appendix A.

As shown in Figure 3.3, the precision at high releadel of 80% and 90%
in these datasets is relatively low, ranging froth B CM-1 to 36% in LC
datasets. For instance, at a recall level of 90%gigion was achieved at 20%,
17% and 36% in IBS, EBT and LC respectively. (Ntie chosen SE450
project can not achieve recall as high as 90% 66 B8cause a number of the

true links in this project contain no shared termuwsd therefore are
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non-retrievable by using term-based retrieval mpdel

We conducted exploratory analyses on the performanic the basic
probabilistic retrieval algorithm to investigateetreasons for the low precision
of the retrieved results in these datasets. Théysem have motivated the
enhancement approaches presented in this thesimpooving the precision
of the results. Chapters 4 through 6 will provile tetails of those analyses

of the baseline results.
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Figure 3.3: Baseline results on various datasetsiag the basic PN
algorithm
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CHAPTER 4: QUERY TERM COVERAGE AS AN
ENHANCEMENT FACTOR

4.1 Introduction

The tracing tool Poirot implements the basic PN eh@hd was previously
evaluated against IBS, EBT and LC datasets. At aallrdevel of 90%,
precision was achieved at 20%, 17% and 36% in IBBT and LC
respectively [9]. An exploratory analysis of therfpemance of the basic
probabilistic retrieval algorithm on the IBS dataseas carried out to
investigate the reasons for the low precision efrgtrieved results. IBS was
chosen for the analysis as it contains the langestber of requirements (164)
and documents (71) among the three datasets. Vhstigation concentrated
on two distinct sets of links that were incorredtigndled by the tracing tool.
These were the tofalse positivegfalse links that are retrieved as correct) in
the candidate links list and the tégdse negativegtrue links that are falsely
rejected) in the discarded links list. The recélihe retrieval algorithm can be
directly improved by reducing false negatives, @tplecision can be directly
improved by reducing false positives. On the otiard, when false negatives
are pushed up in the ranking, some false posi@wesng the candidate links
can be rejected by ‘raising the threshold’ anddfwee precision can also be
indirectly improved.

Analysis of the top false positives showed thadrgd percentage of these
pairs contained very few distinct matching termsl aiten just a single
matching term that occurs multiple times. As an nepl@, when the
requirement A road section shall be added IBS dataset is issued as the
guery, a classTutorial GUI" is returned by the tool simply because the only
shared termgectiori occurs frequently in this class. This is an exbmgd an
incorrect link as Sectiori refers to a tutorial section in the class diagramal
represents a different and unrelated concept éetliat a road) in the query.

In contrast, when examining false negatives we dotirat some of the
incorrectly missed links contain a relatively highmber of shared distinct
terms. For instance, in the IBS system, a tracevdmat the requirement
“Inventory shall be updated on receipt of a shiprhamd the UML class

“Material Inventory Databasereceived a low probability score and was



36

incorrectly rejected by the tool because both shaeems fnventory and
“updaté have very low weights according to ttfedf weighting scheme.

An exploratory study was also conducted on IBS shdtéo examine the
number of shared terms for the true links and fitdes. We found that among
410 true links in this dataset, 59% of them (altofe242) share two or more
distinct terms, while among 2,394 false links, pgegcentage is only 25% (a
total of 477), meaning the majority of the falsekB either share no common
terms or one distinct term at most.

In the standard IR models, the similarity scoreMeein the query and the
document is measured based on the weights of tredherms regardless of
how many distinct query terms co-occur in the doentnThis observation has
led us to consider a more complex term weightingese that not only
depends on the co-occurrence of individual terntsalso gives more weight
to groups of terms that are concurrent in both yjaed document.

Let's consider the following motivational exampsssume we are tracing
from a queryg={a,b,¢ that contains three single ternas b andc to two
documents. Document;={a,b,¢ also containsa, b and c while document
d>={a,a,g contains onlya repeated three times. Assuming that the threesterm
{a,b,g¢ have the same term weight, the basic IR modelslvgenerate the
same similarity score for the two links, and wotdd to capture the stronger
relationship betweeq andd;. Intuitively documend; should be considered
more relevant to the quexy, asq andd; share a larger number of distinct
terms. Therefore their link should be assignedyad similarity score.

To address this problem, we propose utilizing ahaecement factor
namedquery term coveragas a contributing factor in the computation of the
link probability score. Query term coverage repnésehe extent to which
terms in the query are found in the traced docuraedtis measured as the
percentage of query terms occurring in the docum@dte that this metric
measures the term coverage between individual egmcyment pairs. It is
different from another metric namegdery word usageroposed in the thesis
which is a measurement between a query and theewdwmdument collection.
The concept of query word usage will be discuseeskction 4.4.2.)

For a link between queny and documend, query term coveragéC(q,d)

can be defined as follows:
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TC(q,d) :Tm (4.1)

wheret is the number of distinct terms containedyjjrandm is the number of
distinct matching terms found in bothand d. Low query term coverage
occurs when very few distinct query terms are foundhe document. The
highest coverage value of 1 is reached when altygtexms occur in the
document.

An analysis was conducted to compare the poteefiact of the TC
approach on the retrieval results for the IBS mioj&he results are displayed
in Table 4.1. Two tests were computed to compaeeaiverage query term
coverage between true positives (correctly retdeirgks), and false positives
(incorrectly retrieved links). The first test comed the top 100 true positives
with the top 100 false positives, and the secomstl tempared all the false
positives with all the true positives.

The tests showed that the average TC value of falsgtives is

significantly lower than the average TC value fowet positives at 5%

Table 4.1: Comparison on the query term coverage
in false positives & true positives in IBS

Test Group Type # of | Average query Standard

links | term coverage | Deviation

1 Top false positives| 100 0.298 0.121
Top true positives | 100 0.481 0.222

5 All false positives | 1252 0.196 0.103
All true positives 378 0.310 0.23

significance level. Thus the term coverage apprasichore likely to increase
the probability values for true positives, and tace more true links among
the top retrieved links list, increasing the accyraf the retrieval results. The
improvement is expected to be more significant agnahe top-ranked
retrieved links, indicating more true links may fe¢urned first to the analyst
for inspection.

Query term coverage has been investigated preyiduslresearchers in
the general IR context and also in the Natural uagg Processing (NLP)
field, but has never previously been investigatadolurposes of trace retrieval.
Rao et al. [59] considered the coverage factor TR&C ad hoc task where

document topic statements are supplied as theeagudn their experiments,
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guery term coverage was only applied to very shadries (containing only

2-3 terms) as the only factor that determines d@&mninmmelevance ranking.

Their overall results did not show any improvemand they concluded that
this was because the majority of the queries waledively long and therefore
were not affected by the factor at all. Burke et[d] also utilized coverage

factor in their FAQ Finder system as one elemengualuate the similarity

between the query question and the FAQ questidhardatabase. Their task
represented a more typical NLP problem and esdlgntieampared sentences
that expressed the same question using differemisteand phrases. The
incorporation of coverage metrics did not impradveit retrieval results.

Although these applications do not support theaispuery term coverage
in information retrieval, the effectiveness of infation retrieval methods has
in general been shown to be rather context specfig initial investigation
showed that the length of the requirements (queriesour datasets is
relatively short compared to the TREC queries. @herage query length in
IBS, EBT, LC and SE450 datasets is 5.7, 7.6, 9 @erms respectively,
while for the TREC collection queries the averagegth is longer than 20
terms [36, 37]. This observation implies that quienyn coverage could have a
stronger effect on requirements trace retrievalnthan TREC tasks.
Furthermore, our investigation on the coverageofachmong top ranked true
and false links in IBS, as displayed in Table 4ndijcates that the application
of term coverage to automated requirements traligyadan yield significantly
better retrieval results.

The rest of this chapter will describe the TC fagtiefined in formula 4.1)
and how it can be incorporated into the PN rettiav@del using three
methods. The three methods of incorporating thefdda@or are evaluated on
IBS, EBT, LC, CM-1 and SE450 datasets, and thelteesine compared and
discussed in section 4.3.

4.2 Incorporating Term Coverage into the RetrievalAlgorithm

Extending the example in section 4.1, considerexygy containingt (t>1)
distinct terms and two documents and d, whered; containsm (1<m<t)
distinct matching terms witly while d, contains only one distinct matching
term (m=1) withg but the term appeams times ind,. Althoughd; has a

higher query term coverage thdp and we believep(di|q) should be larger
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than p(d|q), since d; is conceptually more similar to the quety the
probabilities of the two links computed by the lsad®N model will be equal, if
all these matching terms have the same weight. \Wldvike to increase
p(ch|q) utilizing its high query term coverage df while maintainingp(d;|q)
constant. One method towards this goal is to irsedhe basic probability of

the links by an additive value associated with anhamcement

factorrtn—_llwhich is a variation of the term coveragél(q,d}crt—n. Note

m-1 . , . .
—— is equal to O ford; as d, contains only one matching term wit)

thereforep(dy|q) will not be affected by this enhancement factor.

In our study we assume the enhancement degreeith W& (q,d) affects
the basic probability scores is proportional to émhancement facter>tnr_—11 :

Three methods, defined as follows, were used twutste the new probability

scorepc(d|q) that incorporates the coverage factor:

MethodA : p.(d|q) = [1+(T__11)] xp(d|q)
MethodB : pc(d|q):[1+2x(T__1])]><p(qu) (4.2)

wetnocc: g (a1 =7 P¢19 1 PO U

wherep(d|q) is the probability generated from the single tdvased on the
probabilistic model introduced in section 2.3 aactalculated using formula
2.1.

In all three methods the enhanced probability se®idemearly dependent
on the query term coveragalue TC(q,d) The degree of the enhancement on
the basic probability of the links increases whka toverage between the
links becomes larger. The new probability scoreesaits maximum value (2
times as much as the basic score for method A atichés for method B)
whenever all query terms are contained in the decn.e.t=m.

In method C the new probability score is computgdmultiplying the
basic score by a factor equal to the numbef terms contained both spand
d. Thus this method provides the highest degreenbfiecement among the

three methods. Applying this method is motivatedolly observation of the
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link probability distribution of a few datasets which we found the average
probability score for candidate links is relativébyv (around 0.01 in IBS and
even lower in EBT and LC datasets). By using metdtrue links are

expected to rise toward the top of the candidaksliist in a greater degree

than method A and B therefore become more distinat false positives.

4.3 Evaluation

In the empirical study, the three methods of inooaging the TC factor
were evaluated on three datasets IBS, EBT and Ispentively. The best
method was then chosen and further evaluated aghm®ther two datasets
CM-1 and SE450.

The conclusions from these experiments were:

« The TC method shows consistent improvement in gi@ti when

applied across almost all datasets compared tbasie PN model.

* Method C of incorporating the TC factor performbd best among the

three.

* An analysis of the LC dataset in which the TC mdtkdecreased the
precision among the top retrieved links suggestspaential
improvement for this method by differentiating ptga and single

words.

The experiments are described and discussed iil dethe rest of this

section.
Evaluation of three TC methods on IBS, EBT and LC datasets

A good way to illustrate the global effect of th@analgorithm is to display
precision changes at various levels of target reéajure 4.1 shows the
changes of the precision after applying the thr€approaches (labeled as
TC_A, TC_B and TC_C in the graphs) in IBS, EBT d@i respectively at a
range of target recalls from 10% to 90% with a li¢érval.

The results clearly show that the three TC appresgositively affect the
precision of the retrieval results at most reaalkls for the three datasets, and
that method C of the new algorithm generally outgens the other two

methods except for low recall levels in the LC data
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As shown in Figure 4.1, at high recall levels of¥8@&nd 90%, the
precision of the retrieval in IBS and LC is consaldy improved by an
increase ranging from 2% to 9% for the three défiftrmethods incorporating
the coverage factor, indicating that after applying TC approach, more true
links are retrieved and listed as the candidat&slifor the analyst. The
improvement at low recall of 10% in IBS is espdygiaignificant with an
increase of 46% (from 47% to 93%).

In addition, an evaluation on the datasets usiegnieasurements DiffAR
and Lag at recall level of 90%, as shown in Tahl deveals that the TC
approach positively changes the internal structidirhe candidate links lists.
Even for EBT which displays no change in the ovepakcision of the
retrieval, both DiffAR and Lag are improved in tdataset. The value of
DiffAR increases across all three datasets, inoligatrue links are more
distinct from false positives in the candidate $irist after applying the TC
method. Similarly the value of Lag decreases aft#ng the new algorithm,
indicating the number of false positives above eiach links decreases and
therefore the two groups of links are more cleadgarated from each other.

As summarized earlier, method C of the new algoritbutperforms the
other two methods at high recall levels. Howevé&?, éxperiences a decrease
in the precision at 10%, 20% and 30% recall leadtsr applying the TC
approach. An observation of the retrieval resulisLIC reveals that the
probability scores of a number of false positivessiacorrectly increased by a
considerable degree. As a result these false hmdkise their way into the top
of the candidate links list. For example, a falsdé between a requirement
“The chosen light scene can be set by using the wmormol panel’ and a
class ‘Admin Control Panel GUI is incorrectly enhanced by the new
algorithm because they share three distinct termsnf, “control’ and
“panel. In fact, in this requirementréom control panélis a phrase while in
the class €ontrol panel refers to admin control panel ancobni’ appears in

a different context.
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Figure 4.1: Precision values after three TC approdues at different
recall levels in IBS, EBT and LC datasets

Table 4.2: DiffAR and Lag on three datasets at 90%ecall

Dataset - DIiff AR - Lag
Basic PN TC* Basic PN TC*
IBS 0.03 0.10 254 222
EBT 0.01 0.05 188 120
LC 0.02 0.04 53 44

*Method C of the TC approach was used

This example reveals an important aspect througichwime TC approach

could be improved. All three shared terms are carapts of the phrasedom

control panel in the requirement. If the concept of query teomverage
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differentiated terms contained in a phrase fronglsiierms and considered
phrase terms as a whole, the query term coverageée the requirement and
the class in this example would be zero e control panél does not
co-occur in the class. Therefore the probabilityrecof this false link would
not have been enhanced.

The potential improvement on the TC approach isatio related to
phrasing that is another enhancement strategy wiwa$ analyzed in my
research and described in detail in section 5. Mle¢hod of incorporating
phrasing techniques into the TC approach is discussdetail in chapter 5.

Evaluation on CM-1 and SE450 Dataset

- -~ -BasicPN
—x—TC_C

Precision

01 02 03 04 05 06 0.7 08 09

Recall Levels

Figure 4.2: Precision change after TC at differentecall levels for CM1

The TC approach is then evaluated against the-kEogle dataset CM-1
and the 15 projects in SE450 dataset. CM-1 cont@8S high-level
requirements and 220 low-level requirements, witiotal of 361 true traces
between the two types of documents. The tracingstasn SE450 are to
generate and retrieve links between a common sé6 eéquirements and 15
different sets of java code of various sizes, naggrom 15 to 49 classes.
Method C of the new approach is used as it comglgtperformed better in
the previous experiments.

Similarly to the previous experiment, precisionuwed at target recall
ranging from 10% to 90% with a 10% interval aream¢d. As shown in
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Figure 4.2, the new algorithm integrating the TCtda consistently improves
the precision at all recall levels for the CM-1ak#t compared to applying the
basic PN algorithm. The improvement is especiatipiicant among the top
retrieved links for 10% and 20% recall levels, wath increase of 18% and
17% respectively, indicating a large number of tln&s have been pushed

toward the top of the candidate links list.

25%
20% -
15%
10% -+
I
0% S immioen \ r—

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Precision Change

-5%
Project

O Recall 10% @ Recall 40% m Recall 70%

Figure 4.3: Precision change after TC in 15 projestat low, medium
and high recall level

Figure 4.3 displays the precision change by usimgTC approach at recall
levels of 10% (low), 40% (medium) and 70% (high)tire 15 projects of
SE450. (Note some of the projects can not achiegallras high as 90% or
80% because a number of the true links contairhacesl terms and therefore
are not retrievable by using term-based retrievadiel). The complete results
for applying the TC method on all of the SE450 ectg can be found in the
appendix.

In the bar chart of Figure 4.3, the bars for 70%alleare missing for most
projects (11 out of 15 projects), indicating nomga at all in precision at high
recall levels. Only four projects show a small ap@nn precision at 70%
recall. However, the change of the values of DiffARd Lag for all projects,
as displayed in Table 4.3, reveals that the TC aaughr had a positive impact
in the structure of the candidate links list evhough the overall precision
remains the same. Our results show that DiffAR istestly increases and

Lag decreases across all projects after usingeatheatgorithm, indicating true
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links had risen closer to the top of candidatedih&t than false positives.

Table 4.3: DiffAR and Lag on SE450 datasets at 70%ecall

Project - DIff AR - La

Basic PN TC Basic PN TC
1 0.009 0.031 75 67
2 0.034 0.073 78 60
3 0.003 0.035 103 88
4 0.028 0.055 125 116
5 0.007 0.031 174 145
6 0.016 0.047 87 71
7 0.0004 0.029 204 168
8 0.016 0.006 73 67
9 0.027 0.071 84 76
10 0.018 0.028 141 137
11 0.011 0.038 123 90
12 0.015 0.042 99 85
13 0.031 0.077 100 105
14 0.028 0.072 162 148
15 0.026 0.056 117 96

The change in the structure of the candidate Istkcbuld also be reflected

by the change in precision at lower recall levéls.displayed in Figure 4.4,

the precision at 10% and 20% recall levels is $icamtly improved for almost

all projects, with an average increase of 10% alfb tespectively. At 10%

recall the highest increase of 23% in precisiaacisieved on projects 1 and 13.

25%
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Precision Change
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Project

10 11 12 13 14 15

m 10% Recall O 20% Recall

Figure 4.4: Precision change after TC in 15 projestat recall 10% and 20%

Project 9 demonstrates no change in precision & f€call. However, it
gained an additional 14% of precision at a 20%lréoeel.
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The evaluation results on the five datasets indithat the TC approach
has a positive effect in improving the retrievauks by increasing the overall
precision, and furthermore generally pushing maue tinks towards the top
of the candidate link list. Therefore the precisainthe top of the candidate
links list increases. Candidate links listed on &op returned to the analyst
first. Therefore the analyst can evaluate manyhefimportant links earlier.
Furthermore, a higher precision on top of the cdeusi links list helps
improve the analyst’s trust in the tracing toolscaracy in returning good
links and therefore increases the tool’'s beliewgbjB5], a critical quality a

tracing tool should exhibit.
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CHAPTER 5: PHRASING IN AUTOMATED TRACE
RETRIEVAL

5.1 Introduction

The use of phrases has been extensively invegslighte content
representation and document indexing in IR [6, 23, 64]. In many
traditional IR models, such as the VSM and PN m&ddbcuments are
represented using single words as primitive elemdnbwever single words
are not necessarily ideal descriptors of documentent. A single word can
be associated with a wide range of concepts, wimehns that a model using
single words as the primitive elements may retriamany irrelevant
documents and consequently reduce the precisiotheofretrieved results.
Compared to single words, phrases, defined as aeseq of two or more
words related through modification, are considenemre accurate in
specifying the document content. Applications tinsg phrases as part of the
indexing language have been developed since thye @ays of IR research.
Examples include phrase-based indexing in studiesiucted by Cleverdon
[10] and a series of experiments using phrase & SMART IR system
described by Salton [63].

Although the experimental results with phrases hbgen mixed [52],
many studies have shown that use of phrases ch igiprovement in the
accuracy of document retrieval [6, 12, 23, 64].Rssrom these studies have
demonstrated substantial improvements obtainedi¢fwrthe use of phrases in
a broad variety of document collections. For exangtagan et al [23]
conducted experiments using five document collestiand found the average
increase of precision ranged from 2.2% to 22.7%nwiagle word indexing
was replaced by phrase indexing.

Our analysis in the trace retrieval results alsbcates that using phrases
may reduce the number of false positives and thexamprove the precision
of the trace retrieval. Considering the examplecdiesd earlier in Chapter 4
in which a false link between a requiremeAtrbad section shall be added
and a classTutorial GUI" in IBS is retrieved by the basic PN model because
of the single matching termséctiori, if phrase matching were used in

addition to single term matching, phrasesat sectiofand “tutorial sectiori
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would be a no-match. Other classes containing ta&hmng phrase rbad
sectiori would have been assigned a higher relevance stateonsequently,
this false link could have been eliminated from tledrieval results by
increasing the threshold. Such observations havievated us to investigate
the use of phrases in the requirements trace vatrigith a goal to improve
the precision of the retrieval results.

5.1.1 Utilizing phrasesin general IR field

Utilizing phrases in IR usually consists of threeps: 1) identify phrases
in both queries and the document collections, Zeadematching phrases
between queries and documents, and 3) appropriatelgh phrases in the
retrieval algorithm.

Step 1) Phrase Detection Methods

Commonly used phrase identification strategiesifédl the two categories
of “syntactical” and “statistical” approaches. Sygtical methods utilize the
grammatical structure and relationships among wardsa sentence to
construct phrases, while statistical methods depdotises based on the
frequency and co-occurrence of terms. Both appemclhave been
implemented in IR applications to improve the aeacyr of the retrieval
algorithms. For example, Buckley et al. [4] intdgrh statistical phrases in
their IR system SMART. In the system CLARIT deveddpby Evans et al.
[22], syntactical phrases are extracted by usintufdhLanguage Processing
(NLP) techniques.

A typical statistical method requires defining sev&ey parameters such
as the maximum length of a phrase, the proximityhef occurrence of the
phrase components, and document frequency thre$bioldoth phrase and
phrase elements [12, 23]. Fagan et al [23] condumenprehensive studies on
both statistical and syntactical methods for détgcphrases. The results
suggest that the choice of the parameters in stalisnethods greatly affects
the retrieval accuracy, and that optimized pararaateed to be defined for
individual document collections. Another problenstdtistical methods is that
the quality of the detected phrases is often ndisfaatory. Fagan’s
experiments showed that using statistical methoftenoresult in the
construction of inappropriate phrases due to sowresvthat happen to occur

in close proximity in the text, but that are nontctically related. In the
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meantime, some good phrase descriptions are migsmdise their component
words are not in a close proximity [23].

Compared to statistical methods, syntactical amtres are considered
more accurate in identifying phrases [23]. Two apphes of syntactical
phrasing methods, template-based and parser-bgg@daahes, have been
frequently used. Template-based approaches mated wmups within a
document against a template library that definespiérts of speech expected
to occur within a phrase (for example ‘noun-preposinoun’). The FASIT
(Fully Automated Syntactically based Indexing) systdeveloped by Dillon
et al. [16] is a typical application of this apptbaln contrast, parser-based
methods attempt to analyze entire sentences oifisagit parts of them in
order to produce syntactic phrases. Examples ofaph@ications utilizing
parser-based method include the work conductedalggriret al. [23] in which
a PLNLP (Programming Language for Natural LanguBgecessing) parser
was used to produce a complete parse of the dodumen

Step 2) Phrase Matching

Detecting the matching phrases in the queries haddbcuments is the
next step for using phrases in IR after phrasesdamtified. The contiguous
components of a phrase in a query are not necsadiacent and may be
several words apart when the phrase is used wahilocument text. Some
phrasing techniques [31] therefore have takendottsideration the proximity,
or lexical distance, between phrase componenttiensearched documents.
However, the studies conducted by Pickens and (&3#} suggest that
adjacent phrases, phrases whose constituent wa et to each other in the
document text, are considered better indicatorslamument relevance than
conjunct phrases, phrases whose constituent wguisaa at a certain lexical
distance in the document.

Step 3) Phrase Weighting

Weighting of the detected phrases is another idba¢é needs to be
addressed before using phrases in IR applicatf®insilarly to single words,
phrase weighting techniques includle the phrase frequency within one
document, anddf, the inverse document frequency of phrase occceren
within the whole collection. However, after exphagivarious term weighting

schemes Salton and Buckley [67] concluded thatjads weighting of words
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is preferable to any weighting of phrases. Othathnejues for phrase
weighting include lexical distance between phrasmmonents. For example,
Hawking and Thistlewaite [31] proposed to weightgsal terms proportional
to their proximity. Studies on phrase weighting hheels however show that
none of the schemes have significantly better perdoce than others [49].
5.1.2 Phrasing in Requirements Tracing
Despite the extensive work on phrasing in the Iaawe believe this is
the first study that applies an automated phragproach to improve the IR
tools for automated requirements traceability. Hayet al. [33, 35]
investigated retrieval with key-phrases in whic@M model was extended
by treating a set of technical terms or key phrasessingle terms. Their
approach assumed that there are definition andi@mngms sections in the
requirement documents from which the key phrasesbeaeasily extracted.
However, the lack of such information in many drigtsoftware projects
limits the applicability of their approach. The pking strategy presented in
this thesis will solve this problem by automatigaldetecting and
reconstructing phrases from across all softwartets in the system.
To apply phrasing to the trace retrieval problemeré are three issues that
must be addressed:
1) Selection of the phrase categories:
The phrase categories that should be detectedhtorptirpose of
requirements tracing should be selected. For ex@ngilould we
consider noun phrases, adjective phrases, or nategaries?
2) Phrase detection method:
A method needs to be defined for actually detecphgases within
the set of traceable documents.
3) Phrase incorporation:
Phrasing concepts need to be incorporated intoethsgting trace
retrieval algorithm.
The three issues will be discussed in detail infoflewing sections.
The rest of this chapter will therefore introduceplarasing strategy by
addressing each of the three important issues ithdilly. This phrasing
strategy is evaluated against IBS, EBT, LC, CM-d 8&450 datasets, and the

results are discussed in section 5.5. The syn&rgiségration of phrasing and
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the TC approach is also introduced and evaluatedlfaatasets. This chapter
also discusses a study that extends the basicipgrstsategy by considering
alternative phrase categories and longer phrases.

5.2 Phrase Categories and Phrase Detection Method

Most phrasing methods have been focused on nows@h52] which are
composed of a head noun and its modifier such aslgctive or another noun,
as noun phrases capture the most concrete coritargemtence. Many studies
of general IR applications have suggested nomioadpounds, a sequence of
two or more nouns related through modificationdyeédhe most useful type of
noun phrases to improve the retrieval accuracy. [@&r small-scale manual
analysis of software artifacts such as requiremgpggifications, comments in
source code, and text embedded in design diagrsmsnaicates that nominal
compounds occur more frequently than other typesplufases such as
adjective-noun phrases. Examples include argumehteethod names in java
classes or UML diagrams, which typically are congabsf a combination of
verbs and two-word nominal compounds.

Our study of phrasing in trace retrieval therefisréocused on two-word
nominal compounds. Section 5.6 describes a studgtherextension of the
phrase categories to include other types such jastag-noun phrases which
also occur in requirement documents, and nominalpounds with more than
two words. Short phrases are usually preferred mrey complex phrases for
phrase-based indexing in IR, because they havdter lslhance of matching
short phrases contained in the query and camsdiith the long phrases based
on the short phrases they have in common. For walysis, the length of an
acceptable nominal compound was established atwards. Two forms of
nominal compounds were considered in our experisaehhe first was a
noun-noun phrase such aséather forecast while the second was a noun
modified by a prepositional noun, such asridition of road, which can be
identified and re-constructed as the phrasad conditiori.

In a typical IR environment, text is normally consgd of relatively
complete sentences. Requirements that typicallysisbrof one or more
complete sentences can be easily parsed by th@fpspeech (POS) tagger,
and the appropriate tags are produced in a relatiedable fashion. However

many types of software engineering artifacts, saslmethod and class names
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in UML and code, tend to be very succinct and dontaly a few words. In
these circumstances the incomplete syntactic irdbion makes it difficult for
a POS tagger to correctly identify the syntactimponents. As an example, a
POS tagger would falsely analyze a Java class mettzoned Set road
sensof as three contiguous nouns. Without the conteforination, it is
difficult to identify the word Set as a verb or a noun.

This problem is solved by recognizing that a phreee only impact the
similarity score between a requirement and a ttadeedocument if it occurs in
both of them. Phrases appearing on only one side ha ability to impact the
tracing process. It is therefore possible to iftitidetect candidate phrases by
using the POS tagger to search through the teytu@h requirements and
then simply check to see if the candidate phrasespeesent in the set of
traceable documents. For the purposes of this veoghrase is therefore
defined as arfoun phrase that appears in both the requiremerd #re
document to be tracéd

A freely available parser-based POS tagger namddg'Qs used to
identify phrases [76]. Qtag uses a dictionary enidy the syntactic category
of each token in the text and outputs a series @6 Rags that represent
grammatical classes of words, such as nouns, \@ambdsadjectives etc, for
each token in the input text. In addition to Qtalgigh accuracy in phrase
detection, it is also easily incorporated into ac#ability tool and provides
significant flexibility for detecting a variety gihrase types.

As an illustration of the phrase identificationnesaler the Qtag output of
the POS tags for the following requirement:

The system shall provide a summary report of weather conditions
DT NN MD VB DT NN NN IN NN NNS
over a specified period of time.

INDT JJ NN INNN

where NN represents a noun and NNS representsral plaun. Table 5.1

provides a complete description of the tag typedidd that a component such
as ‘report of weathér where ‘report’ is modified by prepositional noun
“weathet is also identified as a noun phrase. The resgléandidate phrases

extracted from this requirement ageimmary report, weather report, weather
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conditions,andtime period

Table 5.1: Part-of-Speech tag sets

Tag | Description Tag | Description

DT Determiner IN Preposition
(a, this, that, the (on, of)

NN Noun, common NNS| Noun, common
singular plurals

MD | Modal auxiliary| JJ | Adjective, genera
(may, will) (near)

VB Verb, base

5.3 Phrase Incorporation

This section presents an enhancement of the basbalpilistic retrieval
algorithm designed to improve its retrieval premmsithrough considering
phrases that co-occur in both queries and traceidements. If both quexy
and documend contain the same phrase, this provides a competfitication
of the relevance of the document with respect eéodhery and suggests that
they should be linked.

Each queryg is parsed using the phrase identification algorittescribed
in section 5.2 to identify phrases. L& be the set of terms contained in the
phrases found in the query. If no phrases are fo@agis empty. Traces
between the query and a document are evaluated by computing a
conditional probability valu@pn(d|q) representing the relevance of document
din respect to query as follows:

Phrasing algorithm T:
Peu (da) = p(d]a)+p,(d|q) (5.1)

pr (dit;) p¢ (at;)
where p (gjg)="">

p(a)

The first componenp(d|q) is the basic probability value computed in
expression (2.3) defined in chapter 2 using onéydimgle terms co-occurring
in d andg. The second componepf(d|q) represents the contribution to the
probability value provided by phrasing. The factpi&|t) and p:(q,t) are
computed similarly to the analogous terms in theidarobability value, but
they depend only on the frequency of terms conthinephrases. If a term
appears in a phrase, its contribution to the olgradbability ppn(d|q) is
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increased by two times. Notice that the probabiigjue ppn(d|q) is equal to
the basic term-based probability score if the querg the document have no
phrases in common.

An alternative method of incorporating phrases thretrieval algorithm
was also explored in our study as phrasing algorfiH, and is defined as:

Pew (dla)=p(dla)+ p; (dla) (5.2)

Unlike the algorithm T described in formula (5.1) which a detected
phrase between the query-document pair contribistethe similarity score
based on thef-idf weight of its constituent single terms, in thiseatative
algorithm the phrase contribution to the similasgore is the function of the

tf-idf weight of the phrase as a whole. Therefore therskcomponent is

>opidlf)p(af)

calculated ap, (d | q) = 2=> = . This component represents
the contribution of phrases to the basic probataligalue. Factopy(d|f) in
this component is computed gs, (d | f,) :M, wherefreq(d,f) is
> freq(d,t,)
k

the frequency of phrase ih the document d. Note in this component the

phrase frequency is normalized by the total occueeof all single terms in

the document rather than the occurrence of phraskys As phrases usually

occur much less frequently than single terms, tluemalization schema is

used to assure that factpfd|f;) is within a reasonable scale. The other two

freq(q, f,)
n

factors are calculated @s(q, ;) = and p(q) = z p(a.,t;), where

n; is the number of documents that contain phrase f

Similarly to the basic probabilistic retrieval tpprobability scoreppn(d|q)
for any given queryg are computed for all documents in the searchable
document collectiodd;, &, ..., @}, using one of the above two phrasing
algorithms. Potential traces with quaryare established for those documents
whose probability score falls above a certain thoés

5.4 Synergistic Incorporation of Phrasing and TC

A natural extension to two enhancement approactiesduced so far is to

investigate a synergistic incorporation of both B&@d phrasing into the
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probabilistic retrieval model. The incorporation bbth factors can be
implemented by applying phrasing followed by queierm coverage.
Therefore the new enhanced probabiftycp(d|q) between a querg and a
documentd that incorporates both approaches was calculatedady to
formula (4.2), using one of the three methods fefining the coverage effect
except thatp(d|q) is replaced bypen(d|q). The expression is defined as

follows:

m_

MethodA: Pres(d 16) = [+ ("] P (d | )

MethodB: p;cpy(d]q) =[1+2%(

.
) P )

(5.3)

mx py,(d Q) if pp,(d|a)<1/m

MethodC : dlag)=
etho Prepn(d | Q) {1 if poy(d]g)=1/m

whereppy(d|q) is the enhanced probability determined by applyhgasing

using either of the algorithms introduced in set&a3.

5.5 Evaluation

To assess the effectiveness of the phrasing syratbg two phrasing
algorithms, referred to as phrasing algorithm Ts@shon phrasal terms) and
PH (based on whole phrases) respectively in theeraxpnt, were firstly
evaluated against IBS, EBT and LC datasets. Thaltseshow that the
phrasing algorithms based on the phrasal termsonmeeid better than the
alternative algorithm. The new algorithm was thartHer evaluated against
the CM-1 and SE450 datasets. In section 5.5.2¢c@nseevaluation describes
the experiment of applying the synergistic appradett incorporates both TC
and phrasing algorithms on all five datasets.

The conclusions from the evaluation are:

. Phrasing algorithm T generally performs better thlgorithm PH;

. The phrasing approach effectively improves the ipr@c at top of
the retrieval results for most of the datasets, g insignificant
effect on precision at high recall levels;

. The phrasing approach does not guarantee improvesngorecision

for all datasets. The effectiveness of this apgroaay depend on
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certain characteristics of the given project.

. Among all methods, the synergistic application & @nd phrasing
(using method C of TC, and phrasing algorithm TQetber is shown
to be the most effective in significantly improvipgecision at 10%
and 20% recall levels for almost all datasets.

The experiments are described and discussed iil dethe rest of this
section.

5.5.1 Evaluating two phrasing algorithmsin IBS, EBT and LC

Figure 5.1 displays the effect of applying phrasiagetrieve traces for
three datasets at recall levels from 10% to 90% it interval of 10%. As
shown in the graphs of Figure 5.1, both phrasiggrithms (Phrasing_T and
Phrasing_PH) improve the precision in IBS and L@&skets at high 80% and
90% recall level, while EBT had no change in therall precision. However
an evaluation of DiffAR on the retrieval results&BT shows an increase on
DiffAR (from 0.03 to 0.05) after applying both pkrag algorithms, indicating
that true links have been enhanced more signifigdinan false positives and
therefore have become more separated from them.

Compared to algorithm PH, phrasing algorithm T @ernis relatively
better with higher increase in precision for IBIdrC at almost all recall
levels. For EBT phrasing algorithm PH yields thevdst precision compared
to the basic PN model and the phrasing algorithm T.

As clearly shown in the graphs in Figure 5.1, miea in LC is
consistently improved across all recall levels whkgorithm T is applied. The
most significant improvement is achieved at a telealel of 80% for this
dataset, with an increase of 10%. For IBS, the awg@ment is less significant
than LC, but it also shows an increased precistoalraost all recall levels.
Compared to LC and IBS, EBT is the least respondiataset toward the
phrasing algorithm. The precision is improved oafymiddle recall levels on
this dataset, with a very small increase. Basedthase results, phrasing
algorithm T is selected as the strategy for incoapog phrases.
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Figure 5.1: Effect of phrasing algorithms on threedatasets
at different recall levels

By examining the true links missed by phrasing linle three datasets,
we observe that there are very few or even no camteons in the missed
guery-document pairs, and that most of those siteglas do not belong to a
phrase. This observation explains why phrasingreagigible effect at high
recall level of 90%. As phrasing will only enhartbe probability between a
guery and a document when at least one sharedepbrasts between them,
the probability scores for most of these misseé tmks were equal to the
basic term-based probability value.

The results overall illustrate the positive effe€fphrasing for improving
the retrieval results. With more good links beingslped towards the top of

retrieved links, the tracing tool is able to raibe threshold to reduce the
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number of false positives in the candidate links While retrieving the same
number of true links. As a result the precisiontt# retrieval results can be
improved.

5.5.2 Evaluation of phrasing algorithm T on CM-1 and SE450

0.3

0.25 -

0.2 |

0.15 - - -¢- -BasicPN

—a—Phrasing_T

Precision

0.1 -

0.05

01 02 03 04 05 06 07 08 09

Recall Levels

Figure 5.2: Effect of phrasing algorithm on CM-1

The phrasing algorithm T is then evaluated agaihet CM-1 and the 15
projects of the SE450 dataset. Figure 5.2 displlagsrecall versus precision
scatter-plot at various recall levels for the CMdtaset by applying the basic
PN retrieval algorithm and the phrasing approadipo(éghm T). The phrasing
approach consistently improves the precision is tlaitaset at almost all recall
levels with the most significant improvement of d¥curring at a recall level
of 10%, indicating more true links have been ineldidat the top of the
candidate links list and returned to the analydtexa

The evaluation of the results for all projects e SE450 dataset shows
that there is no change in precision at high relealéls after phrasing is
applied. Similarly to the analysis of the previgisasing results for IBS, EBT
and LC datasets, the true links that are missethéyasic PN algorithm are
between document pairs that share a very small aurob terms and no
phrases at all. Therefore after applying the phgasipproach the probability

values of these links remain the same.
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Figure 5.3: Precision change after phrasing in 156450 projects

However, when considering the precision at a lowalidevel, i.e. precision at
the top of the candidate links list, the retrievabults with the phrasing
approach yield changes at various degrees, asagesplin Figure 5.3. The
graph in Figure 5.3 displays bars representingctiange in precision at 10%
or 20% recall levels after using the phrasing appino The bar heights vary
significantly, suggesting that phrasing has an mscdent retrieval
performance on the 15 projects. Despite the obdeimproved performance
in a few projects in which precision at both redailels is increased, some
projects experience a decrease in precision dtdtase recall level. Project 9
shows the worst precision change, with a decreb$&% at recall of 10% and
5% at recall of 20%. By observing the results ajgct 9 we find there are a
few false links incorrectly enhanced by phrasingarfiples include a false
link between a long requirement which specifies hmwdecelerate when
approaching an obstacle and a class namkdximum Speéd The
probability of the requirement-document pair wasréased because of the
shared phraseraximum speédetween them. However this is in fact a false
link as the requirement is only referencing maximgpeed in order to
calculate the deceleration speed of a vehicle.tioeartifacts are not directly
related and therefore the probability value betwiem should not have been
enhanced.

The example implies that phrasing does not guagamgprovement for

any given software project. The effectiveness afpimg may be influenced
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by certain characteristics of a specific projedte Twork on identifying and
investigating such factors will be discussed in@ea7 of this thesis.

5.5.3 Evaluation of the synergistic approach

Table 5.2: Precision comparison on enhanced algohins
at recall of 90% in IBS

Method precision
Basic PN 20%
Method A 25.1%
Basic PN +TC Method B 26.6%
Method C 28.9%
Basic PN + Phrasing 21.0%
. Method A 25.0%
fgf]'fa;':g’qc Method B | 27.1%
Method C 28.9%

The incorporation of both factors was firstly ewatkd against IBS to
compare the effect of the three different methotisnoorporating the TC
factor along with phrasing. IBS was chosen fordhalysis as it contains the
largest number of requirements and documents antbagthree smaller
datasets. The comparison between applying the geergistic approach and
one enhancement strategy only is displayed in Tal@eThe results indicate
Method C of the synergistic approach achieved tgkdst precision of 28.9%
at recall level of 90% among all the methods. pegs that applying both
phrasing and coverage methods did not achieveiadditimprovement on the
overall precision. However, an examination of tbp tandidate links shows
that the precision among these links was signitlganigher after phrasing
and term coverage approaches were applied to tneved algorithm, as
displayed in Table 5.3. The precision at recalelesf 10% increased by 25%
when both approaches were used compared to thesipreachieved by the

algorithm incorporating only term coverage. We d#fere applied the

Table 5.3: Precision-on-top comparison for enhancealgorithms in IBS

Method Precision at recall of 10%
Basic PN 47.2%
Basic PN + Coverage 68.3%
Basic PN + Coverage + Phrasing 93.5%

*Results were from using method C of querynteoverage approach.
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synergistic approach by incorporating the TC usiregmethod C and phrasing
using the algorithm T in the evaluation.

Evaluation on IBS, EBT, LC and CM-1 datasets

The effect of the synergistic approach on the gresiat various recall
levels for IBS, EBT, LC and CM1 datasets is illagdd in Figure 5.4 by
comparing the precisions achieved by using theclialNi, phrasing and the TC
approach individually. The graphs in this figureowhthat applying the new
enhancement algorithm (labeled as “TC+PH” in thapgs) consistently
improves precision at almost all recall levels foe IBS dataset, except at
90% recall level where the synergistic method acdethe same precision as
the TC approach. The result implies that the neyorghm outperformed the
other two enhancement methods in improving thdenetl precision in the
IBS dataset. Compared to the basic PN, the increasges from 8% among
most retrieved links (at 90% recall level) to 46Pbamg the top retrieved links
(at 10% recall level) after applying the new algan. Similarly to IBS, the
EBT and CM-1 datasets also observed improvemenrefision at some
recall levels. The increase of precision is gemgtess significant than in IBS.
The improvement is because after applying phrasimg) the TC approach
together in these datasets (IBS, EBT and CM-1),ynfalse links that were
assigned with high ranks by the basic PN model rawg down in the
candidate links list, while many true links haveen towards the top of the
candidate links list. This change helps the anadgstarate false links from
true links in the candidate links list more easily.

As explained in section 4.4, a few false links i€ lare incorrectly
enhanced by the TC algorithm because they shage thstinct termsrbont,
“control’ and “panel but in fact ‘room control panélis a phrase in the
requirement while in the clasgdntrol panel refers to admin control panel
and ‘room’ appears in a different context. As a result, tb@ dataset
experiences a decrease in the precision at renalld of 10%, 20% and 30%
after applying the TC approach. The deterioratibtihe precision at top of the
candidate links list on LC is mitigated after appty phrasing together with
the TC approach. The hybrid approach increasegréasion at 10% recall by
a considerable 13% compared to using the phrasiethod. However, at

recall level of 20% and 30%, the precision is dbillver than the basic PN
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Figure 5.4: Evaluation results of TC, phrasing andhe synergistic approach
in IBS, EBT, LC and CM-1 datasets

Evaluation on SE450
The synergistic approach is also applied to thergects in the SE450

dataset. For the purpose of demonstration, on@septative project is chosen
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from the 15 projects in the SE450. The resultdha project are presented in
Figure 5.5. (The entire results for all the praget SE450 can be found in
Appendix A.) Both phrasing and TC are able to cstesitly improve the

precision at most of the recall levels for thisjpob, especially at 10% recall
level where the precision is improved by 17% an@bo2ihdividually. The

method incorporating both TC and phrasing also awes the precision
considerably. The improvement is especially sigatifit at 10% recall where
the precision increases to 91%. A positive impatttloe precision is also
observed in all fourteen other projects in the SE&fter the synergistic
approach is applied, with the precision improvemanimost of the recall

levels, as recorded in Appendix A.

5.6 Studies on Extending Phrasing Approach

5.6.1 Phrasing with adjective-noun phrases

Our analysis of the software artifacts includingueement specifications
and design documents suggest that adjective-nouas@h containing two
words also occur in the document text. An explasatmalysis of the datasets
is then conducted to examine whether or not consigl@djective phrases in
the phrasing algorithm may help improve the retleesults.

The study is conducted firstly on IBS, EBT and L&akets to examine
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Figure 5.5: Effect of the synergistic approach inagorating both TC and
phrasing in one project of SE450
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whether adjective phrases occur frequently in gggirements and the traced
documents. The results reveal that adjective phrase used much less
frequently in the documents than noun-noun phrdsamsexample, in the IBS

dataset, noun phrases occur 89 times in the regemts and 35 times in the
document, while for adjective-noun phrases the rammbare 47 and 5
respectively. The difference between the frequendt noun phrases and
adjective phrases is even greater for LC datasetyhich noun phrases are
used 18 times in the requirements and 5 times enditlcument, while for

adjective phrases the numbers are only 7 and 1 tespectively. The

observation suggests that considering adjectiverrpiuases in the proposed
phrasing approach may not be able to achieve signif improvement in

precision.

The conclusion is confirmed in an experiment inahhihe POS tagger is
set such that two-word adjective-noun phrases dse aetected and
considered in the retrieval algorithm. The newiegtal algorithm incorporates
the phrasing approach using equation (5.1) (algorit) and is applied to IBS,
EBT, LC and CM-1 datasets.

Compared to the approach considering only noun-rghrases, there is
almost no difference in precision after the newaghrg approach is applied in
these datasets. The only exception is in the EBdsed as displayed in Figure
5.6 in which the extended phrasing algorithm ielat asPhrasing _Adjand
the original algorithm considering only nounsRisasing_NN The precision
at recall of 50% for this dataset experiences allsdexrease of 3%. The
retrieval of false links at this recall level in EBis caused by an
adjective-noun phraseréal time& which happens to occur in a requirement
and some UML classes that are not related to dojgirement.

The study suggests that considering adjective-mpbuases in the phrasing
algorithm is not necessarily useful in improving threcision of the trace
retrieval. (Note this study is exploratory and titeservation is based on the
datasets available to us.) The phrasing approaculéghonly focus on
noun-noun phrases in order to achieve the best tedgeval results.

5.6.2 Phrasing with three-noun phrases

Our previous experiments on phrasing are focuseclmases of two

words. The example described in section 5.5 wherethree-word phrases
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“room control panéland “admin control panélare mistakenly considered a

match suggests that extending phrase length froawtard to three-word to
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Figure 5.6: Effect of the extended phrasing algoritm
with Adjective nouns on EBT

prevent such mismatching may improve the retriessiilts.

A study is then conducted on all the available skt to investigate
whether three-noun phrases are more useful thansine-phrases (two-noun
phrases) in improving the precision of the tradeeeal. The study, however,
suggests that the attempt to avoid mismatches bgidering the matches on
the entire long phrases can decrease the preciBxamples include a true
link in IBS between a requiremen@fi alert shall be issued for maintenance
scheduling time and a UML class fhaintenance schedtilen which the
probability value would not be improved if the nfatwere strictly limited to
the entire phrase, as the three-noun phrasartenance scheduling tifnm
the requirement andrfaintenance schedtléhat occur in the class would be
considered a no-match.

Such situations in which the phrasing algorithmedasn long phrases
would worsen the result outnumbered the situatiowhich the new phrasing
approach would be beneficial, indicating that tmee¢-word phrases are not as
useful as two-word phrases for improving the traetieval results. The
conclusion is confirmed by the experiment of appdythe phrasing approach
based on three-word noun phrases to the availadti@sets. As shown in
Figure 5.7, the results from this experiment shbat after the new approach

is applied, the precision is mostly lower than theults from the phrasing
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Figure 5.7: Evaluation results of phrasing with 3-verd nouns
in IBS, EBT, LC and CM-1 datasets

based on two-noun phrases in almost all recalllsefer these datasets. (The
results for this experiment on the fifteen projeictsSSE450 are presented in
detail in Appendix A.)

Hence, the studies of extending the phrasing appreaiggest that the
phrasing algorithm based on phrases containing mwans is the most

efficient in improving the trace retrieval results.
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CHAPTER 6: UTILIZING PROJECT GLOSSARY DATATO
IMPROVE RETRIEVAL RESULTS

6.1 Introduction

One concern about the phrasing approach descnib€thapter 5 is that it
does not take into account the quality of the detkphrases. All phrases are
assumed to be equally meaningful and to contrileqgigally to strengthening
the belief in a link. However, there are usuallytai® phrases or terms in a
project that are more significant for capturing ttr@tical meaning of the
project. If such phrases or terms are found in bim¢hquery and the document,
they should provide a stronger contribution to pinebability score between
the two artifacts.

As an example, consider the following requiremegibbging to the IBS
system that was previously discussed in section“3& system shall provide
a summary report of weather conditions over a dptiperiod of timé
Four phrases were identified by the automatic mhrdstection method:
summary report, weather report, weather conditiangtime period Based
on our understanding of the IBS system it wouldriteitive to assign higher
weights to phrases such agather reporand weather conditionsather than
to summary reporandtime period

As many systems utilize project glossaries to @efnch important terms
and phrases, the glossary can be used to ideetifystthat should be weighted
more heavily than others. The glossary is typicd#fined early in the project
and analysts and developers are encouraged tzeutile defined terms within
the software requirements specifications, desigua@nts, and other artifacts.
In addition to adding importance to certain phraaed terms, the project
glossary may also contain additional phrases ttetsyntactic parser is unable
to discover. These phrases may for example noinfid the prescribed
grammatical template, or may contain more than dtadard number of
terms.

This chapter introduces a new retrieval algorithmat tassigns higher
weights to key terms and phrases defined in a grrgjessary. The synergistic
approach that incorporates TC, phrasing and thesgly method is also

described in section 6.3. The evaluation of thggeaaches is described and
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discussed in section 6.4.

6.2 Applying Project Glossary with Phrasing

Let Sse={k1,ko,....kn} be the set of keywords identified in the project
glossary. The sebp={t1,t,...,t} contains the terms in the phrases detected
using the POS tagger that are not in the projextsgiry. The new probability
prc(d|q) of a link between a documethiand a query is computed using both
the information in the project glossary and theagbs detected by the
phrasing approach. The probabilgys(d|q) is defined as follows:

Pee (d [a) O p(d [q) + p, (d |q) +

5y p(dlki)p(QIki)JrJz p (d|t)p;(alt;) (6.1)
Ko p(q) 5 p(q)

whered is a multiplicative factord>0) that augments the weights of the terms

and phrases that appear in the project glossary.

In the expression (6.1) fguec(d|q) we assume that the contribution of
including information from phrasing and the projgldssary is additive. If no
terms or phrases defined in the project glossapeap concurrently in a
document-query pair, then the probability of a lin&tween the pair is the
same as the one computed using the simpi@|q) formula defined in
expression (5.1) for the phrasing approach. Theatita for ppc(d|q) assigns a
higher weight to keywords and phrases that arendéfin the project glossary,
and their contribution to the overall probabilipsc(d|q) depends on the
chosen5>0. Phrases that are detected by the tagger butoaiacluded in the
project glossary contribute to the overall probapat the same level defined
in expression (5.1) in chapter 5.

Notice that in expression (6.fhpc(d|q) is defined to be proportional to the
right-hand side of (4.6) which may take values darthan one. Values for
prc(d|g) that obey standard probability constraints (values vary in [0,1]
and sum up to one for all tracesgfocan be computed after a simple rescaling
However as the ranking of tipes(d|q) values is not affected by the rescaling,
no further transformation ghg(d|q) is required.

6.3 Synergistic Incorporation of TC, Phrasing and Gssary

Intuitively the three enhancement metho@l€, Phrasing and Project
Glossary can be implemented synergistically by applyingtfithe project

glossary along with phrasing, and then the TC aggroExperiments that are
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not reported in this thesis are also conductedviduate the performance of
applying the three enhancement methods in diffesesdrs (see Appendix B).
The synergistic method introduced in this thesissesiently outperforms the
other approaches on the available datasets. Theaneat probability
Prcpdd|q) between a querg and a documend that incorporates all three
approaches is calculated similarly to expressioB) (#r basic term coverage,
except thap(d|q) is replaced by the new probability scgke,(d|q) defined in
expression (4.6). The expression is defined asviali

mx ppg(d|q) if ppg(d|q) <1l/m

Prepa(d | Q) ={ 1 if ppg(d|q)=1/m

(6.2)

6.4 Evaluation

The effectiveness of utilizing a project glossaould only be evaluated
for the IBS and SE450 projects as no glossary wasdlable for the other
datasets. The project glossary of the IBS contaB¥eéntries composed of 6
keywords and 28 phrases. For the SE450, its prajeatsary defines 4
keywords and 6 phrases. In the experiment the ingfadifferents values on
the retrieval results were first evaluated. Thesggoy approach and the
synergistic approach that incorporates all threearoement methods were
then evaluated.

The conclusions of these experiments are:

» o value of 0.5 appears to be optimal for incorpogtihe glossary
approach;

* The retrieval performance of the project glossappraach varies
significantly from dataset to dataset and seenaepend on the extent
to which a glossary is consistently utilized durihg development of
software artifacts.

* When a meaningful project glossary is availables #ynergistic
application of the TC, phrasing and project glogsaethods yield the
highest increase in precision among the top randeekved links.

 The impact of the synergistic approaches that pm@te multiple
enhancement methods seems to be closely relatidn teffectiveness

of individual enhancement methods.
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The experiments are described and discussed inl detthe following

section.

6.4.1 Evaluation of the glossary approach and the synergistic approach

Four different values fod are evaluated in an experiment using the IBS
dataset. Table 6.1 shows the effect of the prgjemtsary approach on the
retrieval performance using four differehtvalues equal to 0.2, 0.5, 0.8 and
1.0. Although differentd values do not show any significant effect on the
overall retrieval accuracy, as displayed in Tabl&, 6he 6 value of 0.5
achieves the highest precision of 74% among theretfeved links (10%
recall levels). Hence, the value @=0.5 is chosen in the following

experiments.

Table 6.1: Effects ofdé values on precision in IBS data using
the project glossary approach
Precision
6=0.2| 6=0.5| 6=0.8| 6=1.0
90% |24% | 25% |25% | 25%
10% | 73% |74% | 73% | 69%

Recall

The project glossary approach and the synergigficaach incorporating
all three enhancement methods are evaluated agh@mdBS and the fifteen
projects in the SE450 datasets. The effect of eggmnoach on the precision
for IBS and one selected representative SE450 etatadlustrated in Figure
6.1, which compares the precision values achiegetht basic PN against all
other proposed enhancement approaches. The fultgdsr all the projects in
SE450 can be found in Appendix A.

The results indicate that the effect of applying glossary approach vary
from dataset to dataset. For the IBS dataset, tbeigoon at 10% and 20%
recall levels increases significantly, indicatingmnatrue links have risen to the
top of the candidate links list after integratifge tphrasing approach with
project glossary, as displayed in the graph onéften Figure 6.2. Compared
to the basic PN, the new glossary-based approgalredpo the IBS dataset
obtains a significant precision increase of 17%n(fr47% to 64%) at recall
level of 10%. The synergistic approach incorpogatime TC, phrasing and the
glossary approaches achieves an additional ingeate2% in precision
compared to utilizing glossary and phrasing ontglicating more true links
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Figure 6.1: Results of utilizing a project glossaryn
IBS and one selected project in SE450

are included in top ranked candidate links. However additional
improvement is obtained for IBS on the overall m®n when recall is equal
to 90% after the glossary approach is applied. €ais be explained because
no project terms or phrases are found in the liwkh very low probability
values.

By examining the 28 phrases detected in the prgdsary of IBS, we
found that 24 of them were among the 126 phrasagqursly detected by the
POS tagger. This suggests that the additional aserén precision achieved by
using the project glossary was primarily from thehanced weighting
assigned to the phrases and key terms contairtee jproject glossary.

In contrast, the precision at 10% and 20% recaklte decreases up to
16% for the SE450 project. The decrease in pretiaiolow recall levels is
observed for most of the projects in SE450 (seeefAdpx A for more details).

The analysis of the traces retrieved for the SEgfifjects reveals that the
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project glossary approach assigns high relevanoeesco irrelevant links
between unrelated pairs of requirements and Jaasset because of the
co-occurrence of weak glossary terms, such ashitle¢, that were
inconsistently used in the two documents collectido indicate different
concepts. Such incorrect traces appear among pheetiseved links and cause
the decrease in precision for low recall levelsisTdbservation suggests that
the traceability of a software system may not bdeaeced if a project glossary
is not consistently utilized during the developmehtsoftware artifacts. The
work on evaluating the usefulness of an availablgept glossary will be
described in Chapter 7.

6.5 Summary of all Three Enhancement Methods

Chapters 4, 5 and 6 have compared the performamctheo three
term-based enhancement traceability methods abusriecall levels. The
results show that in general the proposed enhantdempproaches are
effective in improving the precision of the retra¢vesults compared to the
basic algorithm, but that the extent of the improeet differs from project to
project.

Among all methods, the synergistic application of Bnd phrasing
together is shown to be the most effective andifsogmtly improves precision
of the top retrieved links corresponding to 10% &@3%6 recall levels for
almost all datasets. When a meaningful projectsgingsis available as in the
IBS dataset, the synergistic application of the TBrasing and project
glossary methods yield the highest increase inigi;gcamong the top ranked
retrieved links. The impact of the synergistic agmhes that incorporate
multiple enhancement methods seems to be clodaledeto the effectiveness
of individual enhancement methods. This is eviddnire particular in the
SE450 dataset, where the project glossary apprbasha negative effect on
the precision of the retrieval results.

The TC method (algorithm T) shows consistent imprognt in precision
when applied across all datasets compared to sie B&l model. For example
in IBS the precision at 10% recall increased sigairftly by 20% after using
the TC method, and at other recall levels the emxein precision was also
substantial ranging from 2% to 12% (as displayedrigure 4.1). The only

exception was observed in the LC dataset (see &iguf), where the TC
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method improved the overall precision at higherallelevels (from 40% to

90% recall), but lower precision was observed amihegtop retrieved links
(10%, 20% and 30% recall). As discussed in secti@nthe problem for the
LC dataset was caused by the occurrence of longases containing terms
that could be used individually to refer to diffiereconcepts. In fact when
phrasing is applied with TC, this problem is pdifieaddressed and the
precision among the top retrieved links (10% recaVel) increased

significantly.

The phrasing algorithm achieved considerable imgmment in precision
for IBS, LC and CM1. The improvement resulting fr@imrasing is generally
less significant than the TC method. In the EBTadat, the effect of using
phrasing was almost unnoticeable. Some projecteanSE450 dataset even
experienced a decrease in precision when phrasasgapplied. Further details
about the results for other SE450 datasets aretezgbm Appendix A.

Similarly the effect of applying the glossary ammb has not been
consistent. The analysis of the traces retrievedh® SE450 projects in which
the project glossary approach was not effectiveatad that the decrease in
precision was caused by some glossary items beied inconsistently in the
documents collections.

These results have shown that the enhancement dsethay be more
effective for certain datasets than for other oféss observation motivated
the following research questionsts“there a set of characteristics in the
individual projects that impacts the effectivenesds these enhancement
approaches?” In other words, Can we predict whether an individual
approach will be effective in a given project pritr running any retrieval
algorithm?”

This research question has motivated the work ptedein the next
chapter investigating characteristics of softwarejgets that can explain
differences in performance of the enhancementegfied. The study also
develops metrics to predict the effectiveness efdhhancement strategies for

a specific project.
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CHAPTER 7: PREDICTORS FOR ENHANCEMENT STRATEGIES

Document characteristics may vary greatly from pngect to another.
For example, documents may have different sizgsestylengths, and use
different vocabulary. Such differences can affédoe performance of the
various retrieval approaches. Our study has idedtif set of metrics and
dataset characteristics as possible predictorstHer effectiveness of the
enhancement approaches. The predictors can be ywdplo identify which
enhancement algorithm should be used in the tratng to improve the
retrieval performance for specific documents coitets.

The first section of this chapter will then intragutwo predictors, namely
average Query Term Coveradg®TC) and average Phrasal Term Coverage
(PTC), for the TC and the phrasing methods respectivVdlgse two predictors
are evaluated against all five available datasets the experiments are
described in section 7.2. Furthermore, an iteratestnique is described in
section 7.3 that determines which trace retriepar@ach is more effective on
a new project when no prior knowledge of tracesvailable, and builds a
partial answer set containing information collectezm user feedback. This
approach enables an enhancement strategy to eitamor off according to
feedback provided by the user. As part of the mevieffort of developing the
predictors, this chapter also describes two factguery lengthand query
word usage that had been previously investigated for predictthe
effectiveness of the TC method.

7.1 QTC and PTC as Predictors for TC and Phrasing Mthods

An intuitive metric for the term coverage appro&hieveloped using the
Query Term Coverage defined in section 4.1. Faaim, for the IBS dataset,
the TC approach is very effective and achieves istargly higher precision
than the basic algorithm. The study presented aticge 4.1 also shows that
the correctly retrieved links in the IBS projectvlahigher Query Term
Coverage on average than the incorrectly retrigvacks (the comparison is
shown again in the bottom half of Table 7.1 forerefice). Thus the TC
approach is more effective if queries have higheer® Term Coverage.
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The same study is conducted against the LC datakete the TC
approach performs poorly among the top retrieveksliist. As shown in the
top half of Table 7.1, the analysis of the QuerynT€overage values for the
top 50 retrieved links in the LC dataset reveakst tine correct links have
lower average Query Term Coverage values than ape50 incorrectly
retrieved traces. The analysis explains the reéisanthe precision at top of
the candidate links list in LC decreases aftefM@eapproach is applied.

A project-level predictor for the effectivenessioé TC method for a given
projectp is computed as thverage Query Term Coveragép for all queries

g and documents;. The predictor denoted QTC(p)is defined as follows:

ZZTC(qi d;)n,
QTC(p)=—" - (7.1)

q

where TC (g, d) is the Query Term Coveragealue defined in expression
(4.1),n,and nq are the total numbers of documents and queriesojeg p,
respectively. Only document/query pairs that staeor more distinct terms
are considered in the above calculation, as theriethod has no impact on
pairs that have only one term in common.

In a similar fashion a function of the co-occurrera phrases in queries
and traceable documents can be defined as a nfetripredicting the

effectiveness of the phrasing approach in a givesjept. Phrasal Term

Table 7.1: Comparison on the average query term cevage in
false positives & true positives in LC and IBS

Test Group Type # of | Average query Standgrd
links | term coverage | Deviation
LC dataset
1 Top false positives 50 0.297 0.089
Top true positives 50 0.283 0.101
5 All false positives 350 0.192 0.056
All true positives 80 0.273 0.009
IBS dataset
1 Top false positives | 100 0.298 0.121
Top true positives 100 0.481 0.222
5 All false positives | 1252 0.196 0.103
Top false positives | 100 0.298 0.121
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Coveragefor a queryg and a document is defined aspc(q,q)=" wheremis
tCI

the number of terms in phrases that are sharegldydd, andt, is the total
number of distinct phrasal terms in query

In terms of the phrasing approaétrasal Term Coveragemphasizes the
extent to which the phrases contained in a queeyused in a traceable
document. Therefore the maximum value for Bgasal Term Coveragef a
guery-document pair is equal to 1 when all phrasesl in the query are found
in the document.

The Average Phrasal Term Coveragé a projectp, denoted aPTC(p) is
defined as the average Phrasal Term CovelPad€q, d) for all queriesy; and
documentsi and is computed as follows:

ZZPC(qi d;)/n,

PTC(p)=—— (7.2)

N,

wheren; andng are the total numbers of documents and queriéseiproject,
respectively. Thus if a project has higherage Phrasal Term Coveragalue,

then the phrasing algorithm is expected to retriavhigher proportion of
correct links and therefore increase the precisidhe retrieval results.

To some degree, our work on the predictors forethteancement retrieval
approaches is relevant to the study of query pexdioce in the general IR
context. The fact that users often issue poorlygpering queries that retrieve
a large number of irrelevant documents has ledel§earchers to investigate
the degree of ambiguity of a query with respedht collection of document
being searched. Cronen-Townsend et al. proposeld3hto measure the
degree of dissimilarity between the language useageciated with the query
and the generic language of the collection as devAdeir proposed method,
clarity score is the Kullback-Leibler divergence [11] calculdigs a smoothed
function of the relative frequency of terms in bokle query and the whole
document collection. Although their results indexhthe clarity scores might
be used to predict the poorly-performing queridss tapproach is often
criticized because of the time-consuming computaititvolved in calculating
the probability distribution of all single terms ithe entire collection.

Therefore the applicability oflarity scoreto the general IR applications is
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strongly undermined.

Similarly, He and Ounis [36, 37] proposedimplified query clarity score
which simplifies the computation of the distributi@f individual terms in
clarity score. Their results also indicated thersgr correlation between their
proposed metric and the query performance.

Unlike clarity scorethat is developed to measure the performance of
individual queries, the concep&erage Query Term Coverad®TC) and
average Phrasal Term Covera@TC)defined in this section are designed to
be used as project-level metrics that measure e¢nfermance of the TC and
phrasing methods in a entire project. More spedlific these two measures
represent the degree in which words or phrasesicmtt in a query co-occur
in the documents the query searches against. i@ and PTCattempt to
provide information on the potential performancehd TC and the phrasing
approaches respectively for a given project, wtliggity scorefocuses on the
performance of the IR model on the document callacwith regard to a
specific query. The values of the two measureskisting requirements can
be obtained offline prior to the retrieval. Addialy, asQTCandPTC do not
take into account the distribution of query termsthe entire document
collection, the computation of the measures foe-fimm queries is still very
simple and efficient.

7.2 Evaluating Predictors for TC and Phrasing Methals

The Average Query Term Coveragaend the Average Phrasal Term
Coveragemetrics defined in the previous section were caegbdior each of
the available datasets: IBS, EBT, LC, CM-1 andfitteen projects in SE450,
a total of nineteen projects. The performance af bloe TC and the phrasing
methods for each project were compared againsbalsec PN algorithm by
measuring the average precision change at varecal rlevels achieved by
the enhancement retrieval methods.

The association between tl@TC and the precision improvement by
applying the TC method is depicted in Figure 7., l(@phere the points
correspond to the nineteen projects used in th&sisaThe x-axis and the
y-axis represent th@TC values and the average precision change achigved b
the TC approach, respectively. The scatterplotigueé 7.1(a) shows a strong

positive association between the two variablesicatohg that higher average
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Figure 7.1: Association between predictors and efééiveness of enhancement

methods
precision changes are typically associated to higherage Query Term
Coveragevalues. Similarly the scatterplot in Figure 7.1@hows a positive
association between tiAeerage Phrasal Term Covera@eTC) metric and the
average precision change achieved by the phrapmgach.

The patterns displayed in the graphs in Figurantlicate that both the TC
and phrasing enhancement methods are more likedffdotively increase the
precision of the retrieval results in projects tha¢ associated with higher
QTC or PTC metric values, especially for QTC valbagher than 0.3 and
PTC values higher than 0.2.

To illustrate how the two metrics may be used ®dpmt the effectiveness
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of the enhancement approaches, a case study wdsated on the nineteen
projects. A heuristic approach was developed timddghresholds for the QTC
and PTC metrics. Such thresholds can be used terndiee if a given
enhancement method is likely to be effective oivargproject.

This approach assumes that a training set contpiadequate projects
with known traces between the artifacts is avadahilis therefore possible to
compute the precision of the retrieval results, em@tlentify whether a given
enhancement method is effective in improving prenisThe thresholding
approach for QTCand PTC metrics follows a simplified version of an
algorithm proposed by Cronen-Townsend et al. [@3]dtermine the threshold
for the proposed clarity score metric measuringp@dormance of queries in
general IR searches. In our case study, threstaegetermined using the
following two-step procedure:

Step 1 Select the top 90% of projects in the trainingra@ked according
to the average precision change achieved with th@recement method (TC
or phrasing approach). This step rejects the bott6fb of the projects that
had no significant precision change.

Step 2 Compute the predictor values (QTC or PTC) for @bjects
selected in Step 1 and set the metric threshold@iC or PTC) equal to the
top 80% of the computed predictor values.

The percentiles used in the two steps were detecmempirically and
were tested only on the available 19 projects.dpéiit percentile values can
be selected for different projects in the trainggg. The approach was applied
considering all 19 available projects in the tnagnset. The horizontal lines in

Table 7.2: Leave-one-out cross-validation resultssing PTC values to predict
Phrasing performance in the 19 available projects

Projects Predicted as
Actual Not-Effectiv
Effective e Total
Effective 12 3 15
Not-Effective 2 2 4

Recall=0.8 Precision= 0.86
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the graphs in Figure 7.1 (a and b) delimit the stfsreated in step 1, and the
vertical lines are at the thresholds computed ép & Based on the heuristic
classification method, the TC method is expectedaoeffective for any
project with QTC value of at least 0.24, while the phrasing approech
expected to improve the precision of retrieved dinka project has TC
value of at least 0.17.

The heuristic approach was also validated usingaad-one-out cross
validation technique that computed the threshold tf@ phrasing method
using 18 projects in the training set and appltet iidentify if the phrasing
method would be effective in improving precision tre remaining one
project. The process was repeated for 19 iteratonkseach project was used
once for testing. The results are shown in Tablke As there is only one
available project for which the TC approach did yald any significant
improvement in precision, the classifier could rimg tested on the TC
approach. The heuristic procedure for computing®h€ threshold appears to
be helpful, as the classifier correctly identifi@d% of the projects for which
the phrasing method is effective and 50% of thgegte in which phrasing
was not helpful. A larger size of the datasets wdwe needed for exploring
the optimal threshold of these two metrics.

7.3 An lIterative Approach of Applying Predictors

In practice, software artifacts and associated egaare often built
incrementally. This section describes an iterateehnique that determines
which trace retrieval approach is more effectiva mew project when no prior
knowledge of traces is available. The techniquddbua partial answer set
containing information collected from user’s feedhaand then enables an
enhancement strategy to be turned on or off acegri feedback provided by
the user. In the previous example, if phrasing leeh incorrectly used on one
of the projects, the iterative approach would rexog this and deactivate it as
an enhancement strategy.

The iterative technique outlined in Figure 7.2 tstaby utilizing the
predictor values to initially select the automatettieval algorithm for tracing
in a new project. For instance if both the TC dmel phrasing predictors take
high values, the synergistic approach incorporatingth enhancement

methods will be applied to retrieve traces. Thedeld algorithm is then used
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Figure 7.2: The iterative approach of applying predttors in a given project

to compute the link probability scores for the patjartifacts, and the tdg
links ranked according to the probability scores thien displayed to the user
for evaluation. The user identifies the true andefdaraces among the top K
links, and the information is stored in an ansvetr s

In the next step the answer set is used to deternfirihe originally
selected enhancement method is appropriate. Piipabcores for each
enhancement method are computed for all the knows dnd false traces in
the answer set and compared with the basic PN nsocdet¢s. An enhancement
method is considered effective and will be seleétedhe subsequent tracing
task, if the average increase in the enhancemetmochg@robability scores for
true traces is larger than for false links. Thistrmewas preferred to the
standard recall/precision metrics because it isena@curate in evaluating the
performance of retrieval methods for small setsaxdes.

Notice that the retrieval tool is expected to bedusepeatedly to generate
candidate links whenever new requirements or névaets are created during
the project development life cycle. Thus the answet is iteratively
augmented by adding user evaluations of top rafikkd returned by the tool
at each run.

The application of this approach is illustrated five fifteen SE450
projects. At first 10% of the requirements wered@mly selected for each
project to simulate the initial state of the iteratuser feedback algorithm, and

then 5% of requirements were added at each laetibn. User feedback was
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collected forK=20 orK=50 top ranked candidate links between the selected
requirements and all traceable documents, by uiiagoriginal traceability
matrices supplied with the fifteen projects to dme the user’s link
evaluation.

Two metrics were calculated to evaluate the acguadcthe prediction
based on the answer sd@tue Positive(TP) rate that is the proportion of
projects for which the enhancement methods areeciyr predicted to be
effective, andFalse Positive(FP) rate that is the proportion of projects for
which the enhancement methods are incorrectly giedlito be effective. The
results are displayed in Table 7.3. In experimdotsboth K=20 andK=50,
when the initial answer set is small, the e is about 50%, indicating that
for only half of the projects is the approach atdepredict correctly the
effectiveness of either the TC or phrasing enhaeceénmethods. As the
answer set is augmented with additional user feddlihe FP rate decreases
while the TP rate increases, indicating, as expletttat a larger answer set is
able to provide more accurate predictions aboutehleancement methods
performance. This suggests that enhancement sastegpould only be

activated once a sufficient body of data has bedeated.

Table 7.3 Results from the iterative approach in SE50 projects
Top 20 links

Candidate links list | 10% | 15% | 20% | 25% | 30% | 35% | 40% | 45% | 50%
size

FP rate 0.51| 0.33| 0.44| 033 033 019 O 0|0
TP rate 051) 0.82| 0.74| 085 0.74 092 0.89 0.93
Top 50 links

Candidate links list | 10% | 15% | 20% | 25% | 30% | 35% | 40% | 45% | 50%
size
FP rate 0.62 | 0.39| 0.39| 0.35 0.33 0.383 0.330 0
TP rate 0.58 | 0.90| 0.93]| 1 1 1 1 1 1

7.4 Previously Investigated Effectiveness Factorsff TC Algorithm

Two additional factors were investigated in ourviwas study on the
effectiveness factors. These two factamsery lengthandquery word usage
appeared to be potentially useful in predicting #fiectiveness of the TC
approach in a given project.

Factor #1: Query length.

The length of a query is defined as the number @i stop-words

contained in it. It is intuitive that the length afquery (requirement) directly
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impacts the number of its constituent terms andsequently the possible
number of terms co-occurring in the documents totrbeed to. Previous
results of applying term coverage to TREC tasksRap et al. [59] also
suggest that the coverage factor may not be effectin long queries.
Therefore, the length of query may be a potentiadligtor of the effectiveness
of the TC approach on individual queries.

Factor #2: Query word usage.

As described in sections 2.1 to 2.3, the standBranbdels capture the
similarity between a query and a traced documesédban the frequency of
their shared words (terms). The basic IR model dganerate zero similarity
score for a query and a document that have no é¢harens, given that no
other enhancement methods such as a thesaurususede Therefore the
percentage of distinct terms contained in the quaapearing in the whole
document set is also a potential factor to investig

7.4.1 Impact of query length on effectiveness of TC

Query length is used as the normalization factothen commonly used
tf-idf term weighting schema. It is known to be an eldanafecting the
retrieval performance of some IR models such as Vi8&and Ounis [36, 37]
proposed to use query length as a predictor ofygoerformance, i.e. whether
a query would be effective in retrieving relevanbcdments. In their
experiments they examined the linear correlatiadween query length and the
average precision of a few TREC (Text REtrieval fecence) collections and
tasks. The results however did not show significaotrelation. They
concluded this was due to the fact that lengthsthef queries in their
experiments were very similar (a variance of 0d®nt for the short queries).
The variance of the query length in our availald¢éadets, however, is larger,
with a range from 2.2 terms to 13.6 terms in ddfér datasets. This
observation indicates that the factor of query femgay have more significant
correlation with the retrieval precision for thegoerements tracing than the
TREC tasks.

In nontf-idf based retrieval models, query length is also betldo impact
the retrieval performance. Zhai and Lafferty [78lized a language modeling
approach to generate a language model for eachnaoduand to rank the

documents by the maximum likelihood of the quergdahon the language
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model. Smoothing methods, which are used to atipgsinaximum likelihood
estimator of the language model in order to impriveaccuracy of the model,
were compared. The results of empirical studieshich these methods were
used to trace both extremely short queries (tillg)oand long queries (include
title, description and narrative) of TREC ad hoekta suggested that the
impact of smoothing methods on the retrieval pentmce is strongly
correlated with query length.

An experiment is first conducted on the SE450 adtisassess the impact
of query length (factor #1) on the performance lé fTC approach in a
specific project. The experiment is designed tolwata the following
hypothesis:

Hypothesis #1: The TC approach achieves higherorgment on queries
of shorter length than on queries of longer length.

The fourth six requirements of the SE450 datasépse length ranged
from three to ninety twderms with a median value of six ternase divided
into two groups as shown in Table 5.4. The twemyes requirements that
contain no more than six words are labeled as stwite the nineteen other
requirements are placed in the long length group. dach of the fifteen
projects, the response variable is measured asn@vement in precision
achieved by applying the TC approach comparedddésic PN algorithm on
each group. As described in section 4.2, the TGasmh produces the most
improvement at the top of the candidate links it almost all 15 SE450
projects. Therefore in this initial study the respe variable is measured at
recall level of 10% for the purpose of demonstratio

Table 7.4: Grouping 46 requirements of SE450 by lejth

Short requirements group Long requirements group
(length<=6 terms) (length>=7 terms)

Count 27 19

Mean 4.8 terms 14.9 terms

Std Dev 1.1 terms 19.9 terms

Minimum 2 terms 7 terms

Maximum | 6 terms 92 terms

The distribution of the values of the responsealdée for each group is
depicted using box-plots in Figure 7.3. The box-gi@ph visualizes the data
distribution based on the five-number summary:dhmallest observation, the



85

lower quartile, the median, the upper quartile #mal biggest observation in
each group. In a box-plot, the box contains thedhei®0% of the data, a range
between the upper quartile and the lower quartiwn as the IQR
(Inter-Quartile Range), and the whiskers extend the minimum and
maximum observed value. As shown in Figure 5.3eeaall level of 10%, the
difference in precision for the short requiremegtsup varies from 3% to
57% among the 15 projects, with an average of 1%%r the long
requirements group, the difference in precisiorgeahfrom -15% to 26% and
averaged 8%. A paired-sample t-test shows thashioet requirements group
has a significantly larger increase in precisicamtiong requirements (p-value
of 0.04).
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Figure 7.3: Boxplots of Difference in Precision for
the two groups of requirements for SE450

Note in Figure 7.3, project 13 is an outlier foe hort requirement group,
since the precision for that project increased hyestremely large value of
57%. The analysis of project 13 reveals a set wé links in this project
containing 2-3 shared terms have been pushed isgmiy to the top of the
candidate links list after applying the TC methbdr example, the probability
value between a requiremenf “road segment can originate from the
intersectiol and a class Ihtersectiori is greatly enhanced because of the
three shared termgdad’, “intersectiori, and “segmeritbetween them. This

requirement (query) is placed into the short qugmyups as it contains no
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more than 6 terms. This true link is assigned atiradly low probability value
using the basic retrieval algorithm because thesethshared terms are
considered rather common in the document collechion therefore had low
term weights. The change indicates that the TCagmbr has a strong positive
effect on improving the retrieval results for tihedatively short requirement.
As a side note the t-test would still be significaha P-value<0.05 if project
13 were removed from the observation.

Although the empirical study of the SE450 datasdicates an association
between query length and the performance of theap@roach, we have
decided not to pursue this measure in our work hen dredictors, because
there is no effective way to define short and lqagries.

The previous experiment on the SE450 dataset iigemédian value of
the query length distribution in the given dataset the basis for the
classifying criterion to define short and long desr However, definition of
short and long requirements may vary from one ptofe another as the
traceable document types in individual projects leardifferent. Experiments
on the query length effect in which the traceabbdeuwinents are not Java
source code can return different results.

There is no uniform definition of short and longeges in the general IR
research either. In their study on short and loogrigs, Zhai and Lafferty
[2001] considered queries with title only as shqueries which usually
contain only 2-3 terms, and queries with title,alggion and narrative as long
gueries, which may contain over one hundred teAaghe definition of short
and long queries depends on characteristics ofiohail datasets, it is difficult

to apply query length as a predictor for the effertess of the TC approach.

7.4.2 Impact of query word usage on TC performance

The conceptquery word usages designed to measure whether the
vocabulary of the query is consistently used in #®arched document
collection. More specifically, it represents theguee to which words
contained in the query are used in the entire deciirset it searches against.
Unlike clarity scorethat focuses on the performance of the IR modethen
document collection with regard to a specific quegyery word usage

attempts to provide information on the potentiatfgenance of the TC
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approach on a given query,

Note that this metric measures the term coverateda® a query and the
whole document collection. It is different from tlsencept ofquery term
coverageintroduced earlier in chapter 4, which is a measw@ent between
individual query-document pairs.

Query word usage definition

Let q be a query consisting &f distinct single terms/wordf, t,..., &}
that trace to a set of documets{di, o, ..., d;}. Query word usagbetween
g andD, WU(q,D)can be defined as follows:

k
Z I A(ti)
WuU(g,D) =2 ——
k
wherela(t) is the indicator function defined over a set A evhincludes the

vocabulary of the whole document collectioma(t) is defined as

tUA
I A(t) = {(])" tDA}' In other words| () takes value 1 when the query term

t; is also used in one or more of the documents ahee\0 when the term does
not appear in any document.

Query word usage reaches the maximum value of hwahdlistinct terms
in the query are found in the document set.

Effect of query word usage on TC performance

To examine the effect of query word usage on thhopaance of the TC
approach, an experiment is conducted on the SE4&&&set in which the
traced documents are Java classes. The datasdedses because all the 15
projects in this dataset implement the same seeauiirements so thguery
word usageof these requirements is only affected by theedé#iht Java code
documents in each student project, and experimentat due to the variance
within the requirements is eliminated.

The experiment was designed to examine the follgwiypothesis:

Hypothesis #2: The TC approach achieves higherorgment on queries
with higher query word usage than on queries wothdr query word usage.

The query word usagef the forty six requirements in the Java classes
calculated with respect to each of the fifteen SEdfudent projects. In each

project, the forty six requirements are then didideto three groups, labeled
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Figure 7.4: Boxplots of difference in precision atop
for three groups of requirements

aslow, mediumandhigh based on theiguery word usagé the Java classes
of that project. Requirements of no more than 1é8dwsage are placed in the
low usage group. For the remaining requirementsse¢hvhose query word
usage is less than 1/2 are placed into the medaageugroup while all others
are in the high usage group.

Similarly to the experiment on the factor of quéength, the response
variable is measured as the difference in precigifiar applying the TC
approach compared to the basic IR algorithm atréieall level of 10% for
each of the three groups.

As displayed in Figure 7.4, the difference in psem after applying the
TC approaches on requirements with low query waabe ranges from -17%
to 15%, with an average of -0.7%. For requirementis medium query word
usage, the difference in precision is generallyhéigranging from -5% to
34% with an average of 11%. Precision change vdres -6% to 58% on
requirements with high query word usage and averageéo.

A one-way ANOVA is performed on the three groupd #re results reveal
that the three groups have significantly differamerage change in precision
(p-value<0.0001) after using the TC approach. A-p@&e comparison using
Fisher’s Least Significant Different test (LSD)dsmputed between each pair

of groups. The results indicate that the means rig @o groups are
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significantly different from each other. Requirerteewith high query word
usage achieve significantly higher average pretisttange than requirements
with medium query word usage, and requirements wigdium query word
usage achieve significantly higher average change piecision than

requirements with low query word usage.

Table 7.5: SPSS Linear Regression Output
Model Summary

Model R R Adjusted Std. Change Statisitcs
Squa | R Square | Error of R F dfl df2 Sig. F
re the Square | Change Change
Estimate | Change
1 599 | .359 .344 .12834 .359 24.10y 4 .00d
(@
a Predictors: (Constant), AvgWordUsage
Coefficient (a)
Model Unstandardized Standardized t Sig
coefficients coefficients
B Std. Error Beta
1 (constant) -.122 .050 -2.410 .020
AvgWordUsage 541 110 .559 4.910 .000
a Dependent Variable: Precision Increase
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Figure 7.5: Association between average query worgsage

The results of the statistical analysis suggest tha query word usage
appears to have significant effect on the precisioange caused by applying
the TC approach. As a precursor of investigatijugry word usageas a

predictor of the strength power of the TC approachexploratory analysis is
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conducted on the SE450 dataset to explore thelabore betweerquery word
usageand precision improvement. In each of the 15 ptejethe average
query word usageof the three groups, low, medium and high usage ar
obtained individually and depicted on the x-axishilev their according
average precision change after applying the TC campr are depicted on
y-axis, as shown in figure 7.5. There seems to Ibelaively strong linear
correlation between average query word usage auisprn change at the top.

Assuming there is a linear relationship existingusen the two variables,
we make an attempt to fit the data points intonadr regression model where
query word usage is the independent variable (pr@gdi and precision
improvement is the response variable. From SPSRub(displayed in Table
7.5), the coefficienp; for the predictor in this model is estimated a54Q.
which showed a moderately positive correlation leetvprecision change and
query word usage.

However when the response variable is measureldeagvierage precision
change at different recall levels after applying #C approach compared to
the basic IR algorithm, which is considered a maceurate metric for the
effectiveness of the enhancement method, query wsagie appears to be a
weak predictor for the TC approach. As displayethenboxplots in Figure 7.6,
the difference in the average precision changer afgplying the TC
approaches on requirements with low query word eisagges from -3% to
20%, with an average of 3%. For requirements wigdionm query word usage,
the average precision difference ranges from -5%58 with an average of
6%. Precision change varies from -6% to 15% on irements with high
guery word usage and averaged 4%.

A one-way ANOVA is then performed on the three groand the results
reveal that the null hypothesis that there are ignifscant difference in the
average precision change among the three grougrisusiing the TC approach

can not be rejected (p-value=0.18).
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Figure 7.6: Boxplots of difference in average presion change

for three groups of requirements by using TC

Hence we conclude that the association betweenyguerd usage and
precision improvement by applying the TC approachat significant enough.
We therefore decide not to pursgeery word usageas a potential predictor

for the effectiveness of the TC approach.
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CHAPTER 8: EVALUATING EFFECTIVENESS OF
PROJECT GLOSSARIES FOR TRACE RETRIEVAL

The experiments discussed in section 6.4 of chapteshow the
effectiveness of the project glossary approachmproving precision for the
top ranked retrieved links as well as its limitagoand constraints. Such an
approach can only be successfully applied to ptejéor which a project
glossary exists that was used consistently throutgltbe design of the
software artifacts. In reality many software prégecdo not have a
pre-constructed glossary available or have a “wegddsary that has not been
consistently used. Therefore it would be helpfulptedict the effect of the
project glossary usage in link retrieval prior t;mming the automated trace
retrieval technique. The following research proldeane investigated in this
chapter:

1. What characteristics must an existing projectsghry have in order to
be potentially useful for improving the retrievakults?

2. For projects in which a glossary is unavailabten a set of key terms
and phrases be extracted and used in lieu of tlgepr glossary to help
improve the retrieval results?

To answer the first question, an empirical studgosducted to analyze the
retrieval results using existing project glossariBse study identifies certain
project glossary characteristics that could be usquedict when the glossary
approach can be effective in improving the tracregults precision for a
specific project.

This chapter describes the empirical study in sac8.1 and introduces a
set of criteria for evaluating the usefulness ofearsting project glossary in
the glossary approach. Section 8.1.1 evaluatesritezia against the IBS and
SE450 datasets for which the project glossary alabie. As part of this study,
a procedure is also presented in section 8.2 tonaattcally extract critical
keywords and phrases from the requirements cadlecif a given project. The
extracted items are then used to enhance the aigdnieace retrieval
algorithm in lieu of a missing or unavailable paijglossary. The experiments
are described in section 8.2.1.

8.1 Criteria to Evaluate Project Glossaries for Trae Retrieval
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Criterion # 1: Project glossary items should be sigtently used in the traced
documents.

A project glossary describes the terminology usea ispecific software
project, and is created to facilitate a consistese¢ of terms in the project
artifacts during the development phases. Howeverpiactice, project
glossaries are often not consistently followed aymmbnyms of glossary terms
are used instead in requirements specificatiorsoftware artifacts. When this
happens, project glossaries may have insignifiGantno impact on the
retrieval results.

The presence of synonyms of glossary items in theetl documents
provides a strong indication that the glossary matyhave been consistently
followed in the project development. A simple metho detect synonyms of
glossary terms is implemented using WordNet [82hrdMet is a semantic
dictionary in which words are organized into logigaoups called synsets
that consist of related synonyms. Besides synongomgained in the same
synset, a pair of words in which one word is theecti hyponym (a word
whose semantic range is within that of another wane also considered
synonyms in our experiment. For examplear and “vehiclé will be
considered synonyms asdl” is the direct hyponym ofvehiclé.

Criterion # 2: Glossary items should have high tespecificity.

Term specificity indicates the quality of a termdescribing the document
content, and is commonly computed usidf (inverse document frequency
[83]. Thus glossary terms specificity is measursdd&t)=In(|R|/|R]), where
|IR| is the total number of requirements andR| is the number of
requirements containing Glossary terms with high specificity values ocicur
fewer requirements, and are more useful to idergifypecific concept, and
hence to retrieve documents related to that concept
Criterion # 3: Glossary items should be domain sjpec

Domain-specific terms occur more frequently in pobj specific
documents, and are often associated with critioatepts of the project. The

domain specificitypS(t) for a termt is computed as follows:
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freq(t,R) / freq(t,G)
> freq(t,R) > freq(t,G)

toD toG

DS(t)=In (8.1)

where freq(t,R) is the frequency of term in the requirements collectioR
associated with the project glossary, &edi(t,G)is the frequency of termin
the general technical corpus that contains requirements from various
domains. If a term is unique to the specific projee. freq(t,G)=0, DS(t) is
assigned a large value.

In our experiments the general corpus G contai@sgfuirements from all
other available software projects. In our experitaghe corpus contains thirty
eight sets of Software Requirement Specificati®@RS) taken from a variety
of software projects. In addition to the five datasthat are introduced in
section 3.1, the corpus also includes projects imgngrom industrial
applications to research projects. Project topiacdude NASAs Moderate
Resolution Imaging Spectrometer, an industrial pobidn lines construction
system, vehicle parts finder, meetings schedulattldships game, and an

enterprise level service bus scheduling system.

8.1.1 Applying the criteria to project glossaries

The three criteria are applied to evaluate the chpha project glossary in
increasing the precision of the retrieval resulisus the project glossary can
be considered “weak” with respect to its abilityitgorove the retrieval results
for the project if synonyms of glossary terms asedj and/or glossary terms
have average low specificity and low domain-speityfi

The IBS project and the fifteen SE450 projects widae only projects
supplied with a project glossary. The IBS glosshag six keywords and
twenty eight phrases, while the SE450 glossaryasostfour keywords and
six phrases. On the basis of the proposed critdrea SE450 project glossary
was found to be inconsistently used in the fiftgenjects, while the IBS
project glossary was found to be more meaningfyho8yms of glossary
terms were frequently used in the SE450 Java dasseinstancecar and
‘obstruction were used in place oféhiclé and ‘obstaclé No synonyms of

glossary items were detected in the IBS dataseth Bloe average term
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specificity and the average domain specificity loé tSE450 glossary items
were significantly lower than the correspondinguesl for IBS glossary terms
[80].

The weakness of the SE450 projects glossary isroved by the results in
section 6.4 for the SE450 datasets which show ttiatglossary approach
reduced the accuracy of the tracing tool retrieeallts. On the contrary for
the IBS dataset, the glossary approach was abiletrieve a larger proportion
of correct traces. These results suggest thahtiee proposed criteria provide
a simple effective way to predict when a projeasghry can be effectively

used to improve the accuracy of the retrieval tool.

8.2 A Method for Automatically Extracting Keywords and Phrases

This section presents an automated technique ftraaig a set of
important keywords and phrases from the projectirement specifications
that can be used in lieu of project glossarieselp mprove the precision of
the retrieval algorithm. This technique can be uskdn glossaries are either
not supplied with the software projects or are imsistently followed during
the development phase.

Several methods for extracting keywords from doausheollections have
been proposed in IR. Some techniques are basethtstisal approaches that
identify significant terms on the basis of termginency [84], but ignore the
syntactical meaning of the terms. Our proposedaetitm method applies a
syntactical method to identify critical keywords darphrases from the
requirement specifications. The syntactical apgnaawbles the tool to extract
only single nouns and two-noun phrases that ard gc@wemon in a project
glossary. The approach consists of the following steps:

Step 1:Generation of candidate keywords and phras€andidate items
including single nouns and two-noun phrases aratiftkd by using a
POS tagger such as Qtag on the set of requirerapatsfications.

Step 2: Filtering Filters are applied to remove unimportant itenosnf the list

generated in Step 1. The following three filters applied:

Filters A and B: Term and Domain specificitgeywords with Term
and Domain specificity values below certain thrédtowill be

removed, as they might decrease the precisioneofrttte retrieval



96

results. The threshold values are set by the anatly depend on
document collection characteristics.

Filter C: Nouns filtering A single noun that is included in a candidate
phrase as head noun is removed as the phrase sglegsd more
meaningful to represent specific concepts. For ganitruck’ in
the phrasetfuck list’ is used to modify the head nouhst”. It is
necessary to removdist” from the candidate terms set asutk
list” is considered more specific than single nolist™,

The resulting list will consist of single nouns aiweb-noun phrases that
have high term and domain specificity.

8.2.1 Evaluating the extraction method

The automated extraction method is applied to teguirements
collections for the SE450 dataset and the EBT, h@ @M1 datasets. In our
experiments, Filter (A) in step 2 removes a lownapecificity keyword if it
occurs in at least three requirements for projecstaining less than 60
requirements, or in at least 5% of the total rezjaents for larger projects.
The filtering step (B) based on domain specificdirieves 1) all unique items
for the project (i.efreq(t,=0), and 2) the top 50% of the items with the
highest domain-specificity score. The thresholdsfiltering A and B are
selected on the basis of an exploratory studydhatyzes the distribution of
glossary terms in the requirements documents frathailable projects. Most
of the items in the IBS project glossary occur ia more than three
requirements, while many items of the ‘weak’ projgtossaries associated
with the SE450 dataset occur in a much larger nunadberequirements.
Exploratory results suggest that the selected liotdsvalues are appropriate
for extracting critical phrases and keywords toeffectively used to improve
the accuracy of the retrieval approaches.

The extracted set for the SE450 dataset contaivedkéywords and 30
phrases, with only two terms in common with thesBrg project glossary.
For EBT and LC, the set contains eight keywords ahdphrases, and six
keywords and 11 phrases respectively. For the decgke CM1 dataset, the
method extracts 59 keywords and 164 phrases.

The project glossary approach is then applied & dhatasets using the

extracted critical set. The two graphs in Figuré 8isplay changes in
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precision at 10% and 20% recall for the fifteen SEfrojects comparing the
Project Glossary approach incorporating the exhéeywords set with (a)
the basic PN and the Phrasing algorithms, and (bitxtthe Project Glossary
algorithm using the existing project glossary. Baftaphs show that the
extracted keywords set is more effective in impngvihe results precision,
and, when compared with the existing project glossarovides more

meaningful information for identifying correct tes Similarly, results for the
EBT, LC and CM1 datasets displayed in Figures 82and 8.4 show that the
extracted keywords set is effective in improving thetrieval accuracy,

especially among the top retrieved links.

The effect of applying the Project Glossary apphoasing the extracted
set in the SE450 dataset suggests that the exdr&etgnvords and phrases
maybe more meaningful than the terms defined inetkisting glossary and
can achieve more accurate retrieval results. Thegroapgh is then also
evaluated against the IBS dataset for which thetiexj project glossary has
proven to be useful in improving the retrieval flesuas described in Chapter
6.

Compared to the existing glossary which containerdies (six keywords
and 28 phrases), the extraction method identifiesger set of 117 entries (32
keywords and 85 phrases) from the requirement sp&oon of the IBS
dataset. The majority of the items contained inetkigacted set are not defined
in the glossary. More specifically, the extractiorethod detects 30 new
keywords and 69 new phrases.

Figure 8.5 illustrates the effect of applying thesgary approach using the
extracted critical set in the IBS compared to ttieepretrieval algorithms. As
clearly shown in this figure, the synergistic aion that incorporates TC, PH
and the glossary approach utilizing the extractysdts the highest retrieval
accuracy at most of the recall levels. Comparethéosynergistic algorithm
that utilizes the existing project glossary, thesvnalgorithm yields additional
3% of increase in the precision at 10% recall larel 4% at 20% recall level.
The observation of the extracted key set in the B&@eals that the set
eliminates some keywords and phrases that areedkiinthe project glossary,
as they are identified as terms with low term dpEty or low domain

specificity. Examples include glossary items “salleti and “truck” which
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occur in multiple requirements and therefore asmaated with relatively low

term specificity. The probability scores of a fealsk links containing these
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“weak” terms would have been incorrectly enhancdigraapplying the
glossary approach. By applying the glossary appromcorporating the
extract set, theses false links will not be enhdnd&erefore more false links
can be eliminated from the candidate links lissbiting a higher threshold for
the tracing tool, and consequently the retrievalis&cy can be improved.

The results in the SE450 and IBS datasets inditae the automated
extraction method can effectively identify a setkelywords and phrases that
are critical to a project. The generated keywords ghrases set could be more
useful than the existing project glossary in impngvthe trace retrieval

results.
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CHAPTER 9: CONCLUSIONS

9.1 Discussion on Validity

This section discusses three factors that may taffec generalization of
our results and conclusions presented in this shebie accuracy of the
retrieval results, the datasets used in our exmgrisnand the use of the
enhancement predictors.

1. Accuracy of the trace retrieval results

The accuracy of the tracing results in a specifgjget is evaluated using a
pre-defined ‘answer set’ that defines the set atdability links between the
artifacts in this project. The validity of our cdasions and the results of our
experiments therefore are affected by the correstnéthe answer sets.

As described in Chapter 3, the answer set for e&te five datasets was
originally built by software engineers who manudfigced the artifacts in the
dataset. For example, the answer set for the CMtasdt was created by
NASA software engineers who had deep understarafitize software system.
There is always a certain level of subjectivityhe evaluation of traces, and it
is possible that analysts may have missed somestranc have incorrectly
included irrelevant traces. To mitigate the risktlé omission of true traces
and the inclusion of false traces in the answes, gbe trace matrices of all
five datasets were refined and re-evaluated thdnguay several researchers
before conducting the traceability experiments. Eoev, it is still possible
that the answer sets are either incomplete or oomiteorrect traces. Thus the
recall and precision values in our experiments khdae more precisely
interpreted in terms of the traces identified asrrect” through manual
tracing.

2. Datasets used in experiments

Another factor that might affect the validity of roresults is the limited

number of available datasets against which ourcambres are evaluated. The
effort involved in manually building the answer $et a specific project is
significant and the process is lengthy. As an examip took nearly two
months for two researchers in our group to validatd correct the answer
sets for the fifteen projects in the SE450. Asslte it is difficult for us to
collect and create more datasets for the studies.
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Currently in the five datasets available to us, tilaeeability experiments
are focusing on traces between high-level and kwell requirements,
between requirements and UML design elements, ahdeen requirements
and source code. At this point we are unable tduat@ our approaches to
other document types since we do not have addltdatasets available to us.
It would be interesting to investigate how the efifeeness of the three
enhancement methods and the enhancement predictays vary over
different document types.

3. Use of enhancement predictors

The heuristic approaches of using the two predic@fC and PTC that
are described in Chapter 7 might also affect thieliaaof our results.

The first approach that identifies the threshold ttee predictor values
assumes that projects have known traces. This raag hmited practical
value, since traces are often not available. Thed@ne-out cross-validation
procedure is an attempt to check the validity & threshold value for the
PTC metric. The validation on the QTC was not cated as there is only
one project among the fifteen for which the TC aggh is not effective. The
results of this validation procedure might show edrras since fifteen of the
nineteen projects have strong commonalities. They fé#teen student
projects produced as part of the same course, atidthe same set of
requirements. Additionally, the threshold valuesniified in our experiments
have not been tested on other projects. This mesease the risk of the
prediction models overfitting the five datasetsikade to us.

Another concern relates to results for the iteeapvocedure to select the
effective enhancement procedures. User feedbackimslated using the
known answer set, and therefore it does not congid the analyst may
miss some links, or trace incorrect artifacts dyitime manual tracing process.
The results from the iterative approach descrilbbe@able 7.3 could therefore
overestimate the accuracy of the iterative procea@dtithe various steps, and
less accurate feedback could result in more fretgesvitches between

enhancement strategies.

9.2 Summary of Contribution

The primary goal of the work presented in this ithes to improve the
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precision of the automated requirements traceengdtiresults by utilizing IR
techniques, and at the same time to maintain a t@gall in the results. As
discussed in Chapter 1, the low precision problessoeiated with the
IR-based automated tracing tools, regardless ofRhmodels implemented in
the tools, would force the analyst to manuallyefilout a large number of
unwanted links in the trace retrieval results. Towe precision in the retrieval
results has become a problem and would appareatsedse the trust of the
analyst in the usefulness of the automated tratiods, and consequently
impact the adoptability of the IR-based tracing$adn industry.

In order to achieve the goal of improving the ps@m of the trace

retrieval results, this thesis has made the folhgwnajor contributions:

1. Presented and evaluated three enhancement strategithat can be
incorporated either individually or synergistically into the basic IR
model.

Compared to the methods previously proposed byratbsearchers to
improve the retrieval results [9, 33, 35], thesee¢hmethods, TC, Phrasing,
and Project Glossary, are easier to implement agdire no extra human
effort. The validation of the three enhancemerdtsties is focused on a PN
(Probabilistic Network) model. However these methaan also be easily
applied to other IR models such as VSM and LSI agag to improve the
standardf-idf term weighting strategy.

The results reported in the thesis have been me®dhe performance of
these retrieval algorithms varies from project toject; however they have
proven the general effectiveness of using such rem@ment methods to
improve the retrieval results especially among tihye retrieved links. As
discussed earlier in Chapter 3, the top retrieirdd Icontain the links that will
be seen and inspected by the analyst first. Thereh® improved precision at
the low recall levels is especially meaningful @snplies more true links are
listed at the top of the retrieval results and dimalyst may be able to find
those important links earlier in the process.

Among all methods, the synergistic application of Bnd phrasing
together is shown to be the most effective andifsogmtly improves precision

of the top retrieved links for almost all dataséhen a meaningful project
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glossary is available, the synergistic applicatmnthe TC, phrasing and
project glossary methods appear to yield the highegease in precision
among the top ranked retrieved links. The impac¢hefsynergistic approaches
that incorporate multiple enhancement methods seerbs closely related to
the effectiveness of individual enhancement methbds instance, when the
project glossary approach has a negative effeth@precision of the retrieval
results, the synergistic approach may also dectéagarecision of the results.

The TC method (algorithm T) shows consistent imprognt in precision
when applied across all datasets compared to tee BN model. When
applied with phrasing, this approach was able toeiase the precision among
the top retrieved links significantly in some oétHatasets.

The phrasing algorithm achieved considerable imgm@ent on precision
for most of the datasets. The improvement resuftioign phrasing is generally
less significant than the TC method. Some projesten experienced a
decrease in precision when phrasing was appliechil&8ly the effect of
applying the glossary approach has been mixed.ahla¢ysis of these traces
motivated the work of investigating characteristadssoftware projects that
can explain differences in performance of the enbarent strategies.

Once constraint associated with these term-basatgies is that they are
less effective in increasing the precision at higicall levels, since the
low-ranked missed traces are often between regem&rand documents that
share very few or no terms or phrases, and therdeam-based approaches

are not able to retrieve them.

2. Investigated and evaluated a procedure to automatidly extract
critical keywords and phrases from the requirementscollection of
a given project; the extracted items are then usetb enhance the
automated trace retrieval algorithm.

The results of applying the glossary approach tepoin this thesis have
not been consistent. The analysis of the tracegvet for some projects in
which the project glossary approach was not effectrevealed that the
decrease in precision was due to some glossarysitéming used
inconsistently in the documents collection.

An extension to the project glossary retrieval athm is then explored to
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overcome some limitations of the project glossappraach. The thesis
presents some techniques to evaluate the qualitgf@fmation in a project
glossary and the usefulness of these techniqu@sproving trace retrieval
results. Occurrence of synonyms in the traceabteidents and frequency of
project glossary terms may provide information ba teaningfulness of a
project glossary to describe critical concepts. éepecifically, the project
glossary can be considered “weak” with respectdaability to improve the
retrieval results for the project if synonyms obggary terms are used, and/or
glossary terms have low average specificity anddowain-specificity.

The developed criteria were validated against adataset. These results
suggest that the three proposed criteria providangple effective way to
predict when a project glossary can be effectivebed to improve the
accuracy of the retrieval tool.

Furthermore, the thesis has also discussed an atedmmethod to extract
keywords and phrases from the existing requiremeaoliection in a project
with ‘weak’ glossary or no available glossary. Theethod was evaluated
against two datasets containing a project glossay,the results show that the
extracted keywords set is more effective in impngvihe precision of the
results. When compared with the existing projecisgary, the extracted
keywords set is found to provide more meaningftdrimation for identifying
correct traces.

The retrieval algorithm using either the projeasgary information or the
set of extracted key terms and phrases achievéspnegision among the top
ranked retrieved links. The enhancement methodsepted in this thesis can
increase the analyst’s trust in the tracing todle Tonstraint of this approach
is that some true links might still be missed, anel hard to be retrieved using

only textual content information.

3. Presented and evaluated prediction models using th@edictors for
the enhancement methods that can be applied in autated
tracing tools for better retrieval results.
Two predictors, average Query Term Coverag®TC) and average
Phrasal Term CoveragéPTC) are explored as the effectiveness measure for

the TC and the phrasing methods respectively. Tkxgeremental results



105

indicate that both the TC and phrasing enhancemetitiods are more likely
to effectively increase the precision of the refaieresults in projects that are
associated to higher QTC or PTC metric values, @slhe for QTC values
higher than 0.3 and PTC values higher than 0.2.

With the assistance of the prediction models thdize: the presented
predictors for individual enhancement methods, @oraated tracing tool can
make real-time decisions on whether to apply aagsennethod in order to
achieve the best retrieval results. Results of allssnale study indicate that
the predictor values can provide useful guidelif@s selecting a specific
tracing approach when there is no prior knowledfée ‘answer set’ for a
given project.

The performance of the prediction models can berorgd by learning
from user feedback. Although the approach may regadditional human
effort, it is practical considering that the useta interact with the tracing tool
and build the implicit trace matrix over time. Fetmore, the benefits of
improving the precision in a given project will bgperienced throughout the
remaining lifetime of the software system, and dosignificantly alleviate

future maintenance efforts.

To summarize, the work presented in this thesipenp the development
and application of automated tracing tools. Thedlstrategies|C, Phrasing
and project glossaryshare the same goal of improving precision in the
retrieval results to address the low precision | which is a big concern
associated with the IR-based tracing methods. Eurtare, the predictors for
individual enhancement strategies presented intki@sis can be utilized to
identify which strategy will be effective in the expfic tracing tasks. These
predictors can be adopted to define intelligentcib@g tools that can
automatically determine which enhancement stratggyuld be applied in
order to achieve the best retrieval results orbtes of the metrics values. A
tracing tool incorporating one or more of thesehuds is expected to achieve
higher precision in the trace retrieval resultsnthizae basic IR model. Such
improvement will not only reduce the extra effagjuired for the analyst to
inspect the retrieval results, but also increase dni her confidence in the

accuracy of the tracing tools and consequently balfa the analyst’s trust in
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the tools.

The term-based enhancement approaches have theilroitations. They
are typically not as effective in increasing theqgision at the bottom of the
retrieval results, since requirement-document paissigned with low
similarity scores share very few or no terms orapks, and therefore are hard
to retrieve using only term-based approaches. wdteére IR approaches that
use additional information, such as hierarchicaucture of the software
artifacts [9] to discover relations between docutsehould be investigated.
Such approaches can be used jointly with the teasedh enhancement
strategies to improve the overall accuracy of #igeval results, especially for

the traces that are typically missed by the tesebdaetrieval approaches.
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APPENDIX A: RETRIEVAL RESULTS IN SE450
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1 Basic PN results
Precision
Project# | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall
=10% | =20% | =30% | =40% | =50% | =60% | =70% | =80% | =90%
1 43% | 44% | 48% | 44% | 38% | 35% | 30%
2 38% | 30% | 27% | 25% | 27% | 23% | 18% | 13%
3 33% | 40% | 42% | 40% | 36% | 33% | 27% | 26%
4 2% | 27% | 24% | 22% | 21% | 20% | 19%
S 16% | 19% | 20% | 18% | 13% | 14% | 13% | 13%
6 28% | 31% | 35% | 36% | 35% | 30% | 27% | 22%
7 12% | 17% | 16% | 18% | 19% | 18% | 18% | 14%
8 32% | 40% | 45% | 39% | 35% | 34% | 35%
9 55% | 56% | 50% | 43% | 34% | 32% | 32%
10 30% | 23% | 25% | 25% | 20% | 18% | 18% | 16%
11 34% | 35% | 33% | 29% | 27% | 26% | 24% | 23%
12 45% | 41% | 36% | 35% | 31% | 30% | 27% | 25% | 22%
13 40% | 38% | 40% | 38% | 34% | 29% | 22%
14 22% | 28% | 33% | 31% | 27% | 22% | 18%
15 53% | 30% | 29% | 22% | 22% | 21% | 18% | 18% | 18%
2 Phrasing results (algorithm T)
Precision
Project# [ Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall
=10% =20% =30% =40% =50% =60% =70% =80% =90%
1 67% | 45% | 48% | 45% | 38% | 35% | 30%
2 35% | 42% | 33% | 25% | 26% | 22% | 19% | 13%
3 39% | 43% | 44% | 45% | 35% | 32% | 27% | 26%
4 50% | 32% | 28% | 24% | 22% | 20% | 19%
S 14% | 19% | 23% | 18% | 13% | 14% | 13% | 13%
6 36% | 38% | 38% | 38% | 36% | 30% | 27% | 22%
7 30% | 21% | 21% | 24% | 21% | 22% | 18% | 14%
8 32% | 40% | 45% | 39% | 36% | 34% | 35%
9 73% | 54% | 48% | 45% | 37% | 32% | 32%
10 30% | 33% | 26% | 26% | 19% | 18% | 18% | 16%
11 39% | 37% | 34% | 30% | 27% | 27% | 24% | 23%
12 43% | 48% | 49% | 34% | 30% | 29% | 28% | 25% | 22%
13 45% | 47% | 40% | 35% | 34% | 28% | 22%
14 41% | 34% | 32% | 33% | 28% | 23% | 18%
15 57% | 39% | 24% | 20% | 21% | 20% | 18% | 18% | 18%




3 TC results (method C)
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Precision
Project # Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall
=10% | =20% | =30% | =40% | =50% | =60% | =70% | =80% | =90%
1 63% 56% 59% 50% 37% 34% 29%
2 60% 50% 47% 33% 31% 26% 18% 14%
3 46% 55% 54% 51% 41% 36% 27% 26%
4 89% 57% 25% 22% 21% 21% 20%
5 25% 30% 25% 23% 20% 14% 14% 13%
6 50% 58% 49% 48% 40% 35% 26% 22%
7 29% 27% 25% 24% 24% 22% 23% 14%
8 41% 48% 46% 47% 36% 35% 35%
9 73% 73% 55% 45% 45% 39% 33%
10 34% 33% 29% 26% 21% 17% 18% 16%
11 50% 45% 41% 37% 36% 29% 26% 23%
12 79% 55% 47% 47% 40% 34% 32% 24% 22%
13 63% 48% 51% 44% 35% 28% 22%
14 60% 49% 33% 31% 29% 24% 18%
15 62% 56% 37% 26% 23% 22% 21% 18% 18%
4 Results of using the original project glossary
Precision
Project # | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall
=10% | =20% | =30% | =40% | =50% | =60% | =70% | =80% | =90%
1 50% 42% 42% 43% 34% 33% 29%
2 46% 45% 33% 29% 23% 21% 19% 13%
3 41% 40% 42% 41% 32% 30% 27% 26%
4 27% 28% 25% 23% 22% 20% 18%
5 12% 18% 22% 20% 15% 14% 13% 13%
6 38% 33% 36% 37% 35% 31% 26% 22%
7 25% 21% 21% 22% 22% 19% 18% 14%
8 34% 43% 47% 44% 41% 35% 35%
9 69% 49% 44% 45% 35% 33% | 33%
10 27% 27% 25% 24% 20% 17% 18% 17%
11 46% 40% 36% 31% 26% 25% 25% 24%
12 36% 42% 45% 34% 31% 32% 28% 26% 22%
13 43% 50% 43% 36% 29% 27% 22%
14 42% 38% 28% 29% 28% 22% 18%
15 62% 34% 27% 23% 20% 17% 18% 12% 18%




5 Results of using the extracted set in the glosgaapproach
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Precision
Project # | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall | Recall
=10% | =20% | =30% | =40% | =50% | =60% | =70% | =80% | =90%
1 71% 47% 46% 44% 37% 35% 30%
2 43% 39% 36% 24% 25% 22% 18% 13%
3 44% 43% 44% 43% 34% 32% 27% 26%
4 57% 37% 29% 27% 23% 21% 19%
5 15% 18% 22% 17% 14% 15% 13% 13%
6 40% 41% 40% 38% 35% 30% 27% 22%
7 26% 25% 25% 25% 22% 22% 18% 14%
8 32% 40% 45% 39% 36% 34% 35%
9 69% 54% 49% 47% 41% 32% 32%
10 30% 32% 26% 26% 20% 18% 18% 16%
11 44% 39% 33% 31% 28% 26% 25% 23%
12 40% 48% 48% 36% 31% 30% 30% 25% 22%
13 48% 51% 40% 38% 34% 28% 22%
14 65% 33% 31% 33% 28% 22% 18%
15 62% 31% 29% 22% 22% 21% 19% 18% 18%




APPENDIX B: RESULTS OF APPLYING THREE
ENHANCEMENT METHODS IN DIFFERENT ORDER

Orderl: Apply TC first, then Phrasing and Glossary
Order2: Apply Glossary first, then Phrasing and TC
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Dataset IBS | EBT ‘ LC
Recall Level Precision
Orderl Order2 Orderl Order2 Orderl Order2

10% 57% 69% 82% 93% 64% 64%
20% 57% 62% 75% 75% 58% 56%
30% 49% 53% 59% 63% 56% 60%
40% 48% 48% 56% 55% 54% 51%
50% 45% 47% 39% 41% 46% 48%
60% 40% 42% 34% 36% 48% 50%
70% 35% 35% 27% 29% 44% 44%
80% 30% 31% 25% 25% 40% 43%
90% 25% 25% 18% 17% 38% 38%
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